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PREFACE

The work described in this report was authorized under Project No. 10161102A71A, Research in
CW/CB Defense. This work was started and completed in November 1991.

The 1991 U.S. Army Chemical Research, Development and Engineering Center (CRDEC) Scientific
Conference on Chemical Defense Research was held 19-22 November 1991 at the Edgewood Area of Aberdeen
Proving Ground, MD. When this Conference was held, the U.S. Army Edgewood Research, Development and
Engineering Center was known as CRDEC. The Conference is held annually under the auspices of the Director
of Research and is an informal forum for scientific exchange and stimulation among investigators in the wide
disciplines related to chemical defense research.

The participants develop some familiarity with U.S. Army basic research in chemical defense and also
become personally acquainted with the other investigators and their research interests and capabilities. Each
attendee is invited to talk on any aspect of a topic of interest and may make last-minute changes or alterations in
his talk as the flow of ideas in the Conference develops.

The papers in these proceedings tend to correspond closely to what was presented at the Conference;
however, there is not an exact correspondence.* The reader will find the items related to the Conference itself
(the list of attendees, the agenda, and the content of the Conference’s sessions) in the appendixes following the
papers collected for these proceedings and the indexes pertaining to them.

The use of trade names or manufacturers’ names in this report does not constitute an official
endorsement of any commercial products. This report may not be cited for purposes of advertisement.

. This report has been approved for release to the public. Registered users should request additional
copies from the Defense Technical Information Center; unregistered users should direct such requests to the
National Technical Information Service. '
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*In some instances, papers from the Conference are not included. The titles of the missing papers are listed on
the first page of the applicable section.
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JOSEPH E. MATTA
1948-1991

Dr. Joseph Matta was an exceptional researcher who made significant contributions
to the Army. He impacted on everyone he met. He was a warm, sensitive person, a good
friend to many of us and an exceptional family man. Joe received his Ph.D degree in physics
in 1974 from Lehigh University. He came to CRDEC in 1978 as a research physicist following
a brief assignment at the U.S. Bureau of Mines. AT CRDEC, he became an international
authority on the relation between the physical properties of non-Newtonian fluids and their
break up into liquid acrosols when subjected to various shear forces. His work has led to
40 publications and 7 patents. In 1980 he received the award for the outstanding research
paper at this conference. In 1983 he was selected for an Army Research and Development
Achievement Award for his work on characterizing the break-up of viscoelastic fluids. Later
in FY88, he received the outstanding CRDEC In-house Laboratory Independent Research
Award for developing the new elongational rheometer based on his studies with the falling
cylinder. In addition to Joe’s contributions to the theory and methodology of fluids, Joe’s
research has had direct impact on a number of programs at CRDEC. He developed a small
scale dissemination device to develop data to predict liquid break-up. Munitions Directorate
used this method to select the polymer and concentration for the chemical fill for the MLRS
Binary Chemical Warhead, a major program which helped convince the Soviet Union to seck
a chemical weapons treaty. His recent efforts have been directed toward support of the
Strategic Defense Initiative. At the time of his death he was involved with planning
experiments and evaluating data to predict the fate of CW liquids in the atmosphere resulting
from interception by antimissile missiles.

Because of the nature of Joe's research and expertise, he was frequently at the center
of controversy, Joe distinguished himself by focusing the discussions on scientific and
engineering issues that could be measured rather than permitting decisions to be made on the
basis of politics or program expediency. CRDEC was very fortunate to have Joc Matta as an
employee for a dozen years. The outstanding research that Joe produced will continue to
contribute to programs for many years. Moreover, his high professional standards, his quiet
unpretentious manner, and his approach to solving rather than creating problems serves as a
model for all CRDEC employees.
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Keynote Address

by
Captain Christopher J. Cramer

Ladies and gentlemen I suspect that when you first glanced at
our programs and saw the subject of this keynote address, you
thought "Well of course, this being the first Chemical Defense
conference after Desert Storm, it’s got to be about the war." I
also suspect you continued on to the speaker s name and thought,
"Well, I can understand that Schwarzkopf is busy these days, but
the best they could get was a lowly CAPTAIN?"

Well, it is certainly true that I will not be able today to
shed much more light on Operation DESERT STORM from a
geopolitical perspective. But it is also true that the American
consciousness and our understanding of our nation’s conflicts has
tended more to be shaped by the reminiscences of individual
soldiers than it has been by the memoirs of those who set the
events in motion. Perhaps because the earthy prose of the
combatants reaches us more profoundly than does the aust-
bureaucratese endemic to governmental levels. Or perhe e find,
however misguidedly, the battlefield to be more romantic than
say, the White House situation room.

In any case, I will be speaking today from a purely
experiential viewpoint. 1In some sense 1 am uniquely qualified to
regale this particular gathering with war stories. For on the one
hand, I was deployed far enough forward to hear the sounds of the
guns (albeit, fortunately, never to be shot at), so perhaps I can
give you insight into things CNN was never able to capture. And
on the other hand, I worked with a combat support unit which
played some role in chemical defense, so where possible, I can
highlight those issues.

But I'm getting ahead of myself. I really should start in
December of 1990, when a representative of the Chemical Branch
came to Edgewood to speak with me, and other chemical officers
here at the Center, about our future careers. He assured me that
I was at a point in my career where the odds of my being sent to
Southwest Asia were virtually nil. Of course, given the quality
of Branch’s advice in general, I should have gone home and packed
my bags that evening. However, things didn’t happen quite that
quickly.

On January 1l6th, in the early evening, I was sitting in my

car in a nearby hotel parking lot. I was waiting for a friend of
mine who was here training for a DESERT STORM related mission. He
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was scheduled to depart for Saudi Arabia the next day, and I had
invited him to join my wife and I for dinner that night. Shortly
after 6 PM, National Public Radio broke into its normal evening
news to bring live coverage from reporters in Baghdad, where the
first bombs were beginning to fall, and I knew we were at war.
Certain events serve as temporal milestones in our memories and,
much like the Challenger disaster, or some of the appalling
assassinations of the last few decades, I suspect that many of us
will continue to have vivid memories of where we were when we
first heard the sirens over Baghdad. It has been said that each
American generation has had a war to define it --ours was to be
no exception. My friend left the next morning and I wished him
‘Godspeed.

For myself, and ten of my colleagues here at the Center, the
call was not much longer in coming. On the night of Wednesday,
February 6th, we were selected to fill a requirement for chemical
officers in the VII Corps, with no further details available.

All we knew for sure was that we had to be at Fort Benning on
Monday the 11th, and could expect to leave from there by the

14th. I pointed out to my wife that future Valentine’s Days could

only get better, but she was not particularly comforted.

From working at the Center those of us selected knew only too
well how high the threat level was for the Iragi employment of
chemical and bioclogical weapons. At Ft. Benning, it became
apparent that the rest of the Army was taking the threat equally
as seriously. Considerable time was spent refreshing individuals
on the use of protective equipment, nerve agent antidote kits,
anti-convulsant injectors and first aid techniques. The final
test to ensure that each soldier’s protective mask fit him or her
was a period in a CS chamber. Taking no chances, the local cadre
had made the gas concentration so high that exposed skin felt as
though it were being assaulted by fire ants, but no one
complained. It is worth noting here that this Center played a key
role in ensuring that no soldier left for Saudi Arabia without a
perfectly fitted mask. Support teams visited dozens of posts
from which deployments were scheduled to provide both assistance
and a supply of masks of unusual sizes.

After a whirlwind of preparation, the ten of us became two
when the first plane manifest was announced. CPT Dave Flint and
I boarded a Tower Air 747 and I began to feel the first hints of
surreality as a smiling stewardess explained, in between pointing
out the usual emergency exits and flotation cushions, that rifles
were to be laid on the floor pointing forward and that pistols
should be holstered. Later, the comfortable familiarity of in-
flight movies was contrasted by the dozens of heavily armed
security personnel surrounding our plane during refueling in
Brussels. And finally, we flew in low over the moonscape of the
Arabian desert to arrive at King Fahd airport at dusk. Exiting
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the plane, the first thing we were told was the location of the
nearest ditch in the event of a Scud missile attack. I am sure
that many of us felt the urge to suggest to Toto that we were
pretty sure we weren’t in Kansas anymore,

Replacement centers are always a madhouse, and this first
one, for the Army Central Command, was no exception -- especially
since the airfield was under blackout. Simply finding one’s own
baggage was a major challenge. 2 747 holds roughly 460
passengers, which translates to 920 duffle bags and 460 field
packs. The observation, "Mine is the green one" is not
particularly helpful. This situation recurred several times and
earned the fond nickname of "The Duffle-Bag Drag”. However,
after a few iterations of the Drag, orders were taken, orders
were cut and Dave and I boarded a C-~130 for the flight up to Al
Qaysumah and the Replacement Detachment for VII Corps.

We unloaded in a driving rain, which was to begin my
experience with the wettest desert one could possibly imagine. I
will offer no other observation on this except to note that
engineers could contribute greatly to future operations by coming
up with canvas extensions for command tracks which can be
attached together in a sloping fashion. Many times Lake Persia
came crashing through into our Tactical Operations Center after
having built up overhead during a heavy rainstorm, leading to
much of that earthy prose I mentioned a bit earlier.

We waited at Al Qaysumah for several hours. However, buses
repeatedly described as only an hour away somehow never managed
to arrive. Eventually, we piled into 5-ton trucks for a ride to
the VII Corps replacement center in the vicinity of Hafar al
Batin. This gave us the opportunity at about three AM, to learn a
new Army acronym -- LID, It stands for "Lost in Desert," which
is what we were, mostly wondering how close we were to the border
and how far back Air Force free fire zones extended. Finally,
around four AM we finally found our way to the repo depot.

I say this whimsically, but frankly this was one of the
greatest challenges of Operations DESERT SHIELD and STORM --
figuring out where on Earth one was. The desert is notoriously
devoid of landmarks to include any hint of roads. While the dirt
and sand are generally packed firmly enough to allow one to
travel anywhere, this just means that there are an infinite
number of ways to get lost! Fortunately, a number of GPS systems,
for geopositioning satellite, were available. They were worth
their weight in gold. Any convoy travelling without at least one
GPS was asking to get lost.

On the next day, Dave and I parted company. My orders came

through for a new home -- the 7th Engineer Brigade, commanded by
COL Samuel C. Raines. This brigade was the VII Corps, Corps
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Engineers. For those of you not familiar with the various
missions undertaken by Corps Engineers, they include everything
from breaching minefields and putting in obstacles to building or
denying (that is, destroying) roads, helipads, logbases, ammo
dumps, POW camps, etc. Engineers make maps, they build bridges,
they drill water wells and they fight fires. Engineers are
everywhere on the battlefield, and 7th Brigade was no exception.
Indeed, it became the largest Engineer Brigade ever formed since
World War II. Arriving on February 18th, I was assigned to the
S-3, or operations, section of the Brigade staff.

Typically, chemical officers within a tactical staff spend
90% of their time on normal operational matters and 10% on
chemical defense related matters. Needlesc to say, in Saudi
Arabia with 7 days to go before G-day, things were anything but
typical, and I spent 100% of my time on chemical defense. The
Brigade, like many other large units in this operation, was
composed of active, reserve, and National Guard components.
Between them, they had widely disparate levels of chemical
defense equipment. A major effort was required to cross-level
stockages of protective garments, decontaminants, chemical agent 1

alarms and Chemical Agent Monitors to ensure that all soldiers
had adequate personal protection and to try to provide units
facing the highest risk with a reasonable amount of contingency
equipment.

By this point, the rapidity of the troop buildup in-theater
had made the difficult logistics of ensuring that every single
soldier had two sets of chemical protective garments a three-star
issue. Lieutenant General Franks, commanding VII Corps, left no
doubt in anyone’s mind on this matter. Returning again to my
scientist’s perspective, I can detail at least two challenges
with respect to this issue. The first involves decreasing the
weight and bulkiness of the protective overgarments without
diminishing their effectiveness. The list of absolutely
essential equipment which each soldier must carry expands rapidly |,
in a combat situation, and every pound counts. Additionally,
decreasing the number of sizes which must be handled by designing
the garments to be size-adjustable in some manner would vastly
decrease the logistics nightmare. While most soldiers had one
set which fit reasonably well, the second was less consistent.

Another focus was the threat of biological warfare, which
mandated the vaccination of our forces against not only the local
diseases, but also against anthrax bacillus and botulinum toxin.
Efforts like this pose not only a logistics problem, with
soldier’s spread out all over the battlefield, but a doctrinal
one as well. Great care is required to ensure continuous, smooth
coordination between those portions of the Army which focus on
chemical and biological defense from the different perspectives




of operations and of medicine. At the Corps level, this requires
constant communication between the Corps Chemical Section and the
Corps Surgeon, and this is not necessarily a given.

7th Brigade further had an attached chemical decon company,
the 18lst from Ft. Hood, Texas. Because they rely on maintenance
support from the units to which they are attached, chemical
companies are notorious for deadlined, that is, not-working,
equipment, and 181 required significant assistance from Brigade
to improve its readiness. Moreover, they faced the tremendous
challenge of arranging for a continuing supply of the one item
essentially required for decon but virtually non-existent in the
desert -- water. If DESERT STORM taught the chemical community
within the Army only one thing, it was that the ready
availability of water can not just be assumed. 181 relied
heavily on the Brigade staff for logistics coordination.

Finally, decon sites, both deliberate and hasty, had to be
prepared in : variety of locations, and nobody moves earth like
the Engineers. In the week before G-day, there was little doubt
in anyone’s mind that chemical weapons WOULD BE USED. Training
was intense. Protective gear was probably kept better track of
than were individual weapons in terms of ensuring proximity at
all times. And indeed, this may have been the first war in
history where male soldiers shaved religiously -- no one was
going to risk a weak seal on their protective mask.

On February 21st, I saw the Corps operations order for the
ground attack, code named DESERT SABER. Together with the rest
of the chemical staff, I made my recommendations for the
Brigade's preparation. At a certain time before H-hour, we began
taking pyridostigmine bromide, a pre-treatment which enhances
the effectiveness of nerve-agent antidotes. We packed our gear,
we fitted our flak vests, we drew additional weapons and
ammunition, and finally we waited for the storm to break.

I vividly remember the night before G-day, huddling around
the shortwave radio with several colleagues, listening to the BBC
World Service. The Voice of America and Radio Moscow were
universally s.orned for dispensing almost entirely propaganda.
Correspondents were talking about possible cease-fires secret
Soviet deals, secret European initiatives, and we listened in
silence. We knew that the road home now led through Iraq. While
apprehensive, many of us were eager to be on that road. Our
forward tactical operations center, or TOC, had earlier co-
located with several artillery units. Later that evening shells
began to roar overhead, prepping the battlefield while the First
Infantry Div.ision breached the berm in several locations. The
long awaited ground war had become a reality, and its momentum
was irresistitkle.
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Roughly 24 hours after the lead divisions had gone through
the breach, our TQC moved north as well. As soon as the ground
was secure, the Engineers were ordered to begin construction of
LOGBASE NELLIGAN 50 kilometers inside Iraq. The objective was to
speed supplies to forward units. As matters went, much like
Patton’s breakout from the Normandy beachhead, our front-line
armored columns were outpacing their fuel. Tankers travelled in
convoys led by Engineer graders, rolling on the newly cut roads
before they were even 10 seconds old.

This, for me, was probably the strangest moment of the entire
war. In order to make up for a shortage of non-combat, tactical
vehicles, the Saudi government leased a number of commercial
4-wheel drive type trucks to the Army, and our TOC convoy
included one such vehicle in which I rode. Thus surrounded by
armored command tracks and HMMWV’s, wearing a flak jacket and 50
lbs of ammunition, I crossed into Iraq in an air-conditioned
Chevy Suburban with U2 playing on the tape deck.

The surrounding spectacle was one which no movie, however
panoramic, could do justice to. As far as the eye could see, the
desert was laced with military convoys headed north. Skimming
only a few feet above the sand, Blackhawks and Apaches swarmed to
and fro. Iraqi prisoners could . be seen clustered in small groups
guarded by MP’s; contrary to much press cheerleading, I would not
say any of them seemed relieved. Mostly they just seemed
exhausted. One group of eight surrendered to our TOC convoy.
They accepted food and water and they displayed more dignity than
I think I might have managed after being the target of the B-52
strikes which had kept the ground shaking ever since I had
reached VII Corps.

And quite frankly, that’s roughly the last vivid memory I
have before the cease-fire went into effect 100 hours later. As
the forward elements in the Corps attack continued to outrun all
expectations our TOC jumped on a continuous basis. We jumped in
the rain and we jumped in sandstorms, and if anyone can design a
pair of sand goggles which will seal against your face while
wearing glasses I, for one, will be very appreciative. We jumped
during the day and we jumped at night. We jumped until we were
exhausted. We had crossed the berm wearing chemical protective
overgarments, and we wore them for the entire 100 hours, so we
were furthermore filthy, and we stank. In sum, the underlying
realities of warfare have changed little over the four odd
millennia of recorded civilization, with the possible exception
that many of my colleagues were women. Of course, after those
100 hours, it was impossible to ascertain this by appearance.
Neither, incidentally, was it possible to distinguish on the
basis of performance. I sincerely hope that DESERT STORM will
asgist in ending the tiresome debate which arises whenever
soldiers are assessed by their sex rather than their abilities.
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We finally stopped about 30 kilometers southwest of Basra.
This location, which we were to occupy for the next several
weeks, was in the middle of a former defensive position of the
Tawalkana Mech, a Republican Guard division. The one-sided
nature of the battle which had occurred there 24 hours earlier
was evident. We collected so many abandoned East bloc weapons
that our TOC began to look like a Warsaw Pact armory. Numerous
untouched Soviet vehicles testificd to the speed of the retreat,
including tanks which had been dug so deeply into the sand to
protect against air attack'that their gun tubes were below the
surrounding berm, thus preventing them from firing. A few less
fortunate vehicles stood testament to the accuracy of allied
night-vision equipment and anti-armor weaponry. Allied weapons
systems could effectively pick off targets while out of range of-
Iraqi counterfire -- small wonder the position was so hastily
abandoned.

As negotiations began on the cease-fire, many of us finally
found time to reflect. To our pleasant surprise, we suddenly
realized that chemical weapons had never been used! Probably
every chemical officer in Iraq experienced what I did, as
countless of my colleagues told me how glad they were that I had
been with them during those four blurry days, but how much more
grateful still that I had never been called upon to exercise my
particular training as a chemical officer.

The failure of Iraq to employ chemical weapons remains one
of the greatest mysteries of the war, and probably will for some
time to come. It should be pointed out, however, that those who
consider this issue from a moral perspective are missing the
point. Chemical weapons are not immoral, or, more accurately,
they are no less moral than any other lethal means of resolving
diplomatic impasse. I saw a number of the dead during my time in
Iraq, and the immorality of their deaths did not vary based on
the particulars of method. From a purely military standpoint,
chemical weapons are simply one item in what General Powell
referred to early on as "the big toolbox", and it is the rational
preparation of adequate defenses and potential retaliatory
actions which renders them ineffective. That preparation is the
point of this conference -- indeed, it is the CHARGE of this
conference,

Thus, in the past, the combined efforts of a variety of
organizations such as this Center, have focused on the three keys
of chemical defense -- avoidance, protection and decontamination.
The fruits of that labor were evident throughout this most recent
operation, perhaps for the first time ever. Our troops had the
best detection egquipment in the world, including the FOX armored
NBC reconnaissance vehicle, which performed admirably, in its
first battlefield testing. In terms of personal protection,
probably no other Army in history has been so well prepared to
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not merely survive a chemical attack, but to virtually ignore it.
The realization of these first two goals of avoidance and
protection no doubt played a significant role in the Iragi
decision making process, the net result of which is that I do not
have to report to you on our efforts in the last area --
decontamination. Frankly, I am certain that many of you in the
audience today are owed some small part of the overall debt of
gratitude felt by myself, and by all of the soldiers of DESERT
STORM, to those whose vigilance and unceasing efforts over the
last several decades prepared us for this latest conflict.

But the challenge is not over: if anything it has been
increased. For added to the three keys of chemical defense I
mentioned earlier is a fourth -- one which is played out more at
the strategic level than the tactical but still relies heavily on
the same basic science and research as the first three. Thus,
after avoidance, protection and decontamination, I would offer
the new category of "discorporation." The Bush administration
has made the destruction of current stockpiles of chemical
weapons throughout the world a major policy goal. Moreover,
limitations on the further production of such weapons are sought.
Such an ambition relies heavily on developing abilities to
monitor and detect illegal production in nations less Happy with
what has come to be known, cynically or not, as the "New World
Order." Given recent events, the possibility of achieving such a
global agreement now seems much more of a reality than it did a
mere year ago, when it was the subject of this conference’s 1990
keynote address.

What it comes down to, ladies and gentlemen, is this. 1I have
tried to give you some impressions of DESERT STORM which you
might have found hard to get from anyone other than a
participant, and I have tried to do it in a somewhat whimsical
way, but the darker side is that over 250 Americans died during
this conflict, and estimates of Iraqi dead range from 10 to 100
thousand. Sitting in this auditorium, it is not possible to
truly comprehend these numbers. It is still more difficult to
realize that they are not merely statistics -- they represent the
failed hopes and dreams of individuals and families. But I think
it is important to TRY to understand them, so I offer my own
personal experience. Four days after the war ended, three
members of my brigade were traveling along Main Supply Route
Blue, a road cut out of the sand of the Iragi desert. 1In the
dust of travel, they never saw the 10-ton truck which hit them
head-on, and they were all killed, roughly 500 feet from our TOC.
They were returning from the recently installed AT&T satellite
uplink, where they had just called their families to tell them
the war was over, and they were fine, and they couldn’t wait to
come home ...
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The goal of this conference is to improve chemical defense.
Stated more strongly, the goal is, through science and
engineering, to render chemical weapons impotent. I choose my
words very carefully here. We do not want chemical weapons to be
made "less effective", we want them to be "impotent."
Accomplishment of this ideal is a small step along the road to a
larger one -~ that of making warfare obsolete. We owe it to the
memories of those three soldiers, who for me at least, serve as a
touchstone for the uncounted casualties of all wars, to do this.
We owe it still more to the unborn generations who stand ready to
receive their heritage. We owe it to all of them to do exactly
that, make warfare obsolete, one weapon at a time.
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MEASUREMENT OF ACCURATE ADSORPTION EQUILIBRIA
FOR SIMULANT VAPORS ON 13X MOLECULAR SIEVE

Amanda B. Brady, David K. Friday
GEO-Centers, Inc.
10903 Indian Head Highway
Ft. Washington, MD 20774

Donna L. Carlile, Leonard C. Buettner
U.S. Army CRDEC
Aberdeen Proving Ground, MD 21010-5423

ABSTRACT

The accurate measurement of single component adsorption equilibrium (isotherm) data is critical
to the understanding of adsorption-based air purification systems. Measuring adsorption equilibria on
hydrophilic adsorbents, such as 13X molecular sieve, is particularly difficult because great care must be
taken to insure that all the adsorbed water is removed. The development of an effective drying procedure
is important for reproducibility because a chemical must compete with water for adsorption sites.
Adsorption equilibria for two simulants, perfluorocyclobutane (PFCBa) and 1,1,2,trichloro,
1,2,2 trifluoroethane (CFC-113), are measured on 13X molecular sieve. Isotherms for the simulants are

compared and discussed.

INTRODUCTION
It is necessary to measure isotherms on various ad-

sorbents in order to evaluate their performance in’

adsorption-based air purification systems. The military
is currently seeking to develop advanced collective
protection technologies. One potential adsorbent for use
in these systems is 13X molecular sieve.

Accurate single component isotherm equilibria
data, measured over a wide range of concentrations and
temperatures, is fundamental to the understanding of
adsorption based processes. However, in order to obtain
accurate single component isotherm equilibria data on
hydrophilic adsorbents, great care must be taken to
remove all adsorbed water.

Our objective in this study was to developa method
and procedure to measure adsorption equilibria data for
PFCBa and CFC-113 on 13X molecular sieve. The
approach used to accomplish this task was to dry the
sample thoroughly, obtain an accurate dry mass of the
sample, and remove any residual moisture adsorbed
during the transfer of the sample from the dryer to the
system prior to starting the experiment.

APPARATUS

The apparatus used to measure adsorption equilibria is
a closed loop volumetric system, shown schematically
in Figure 1. A metal bellows pump circulates the vapor
through the system, and a Tylan flow meter measures




FIGURE 1.
Single Component Isotherm Apparatus
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adjusted using a Whitey needle metering valve. The
chemical of interest was introduced in discrete amounts
using a pressurized reservoir, three Valco valves with
differentloopsizes, and twosolenoid valves. A Hewlett-
Packard 5880 gas chromatograph (GC), with a 5'x1/8"
Chromosil 316 in TFE column, equipped with a flame
ionization detector (FID), was used to sample the con-
tents of the vapor phase.

There are two four-way valves in the system. The
top valve shown in Figure 1 allows the system to be
purged with dry air or be in a closed-loop operating
mode. The position of the second valve determines
whether the adsorbent bed is in the challenge or bypass
mode. When the valve is in the bypass position, the
adsorbent bed is isolated from the circulating vapos
stream. In the challenge position, the contaminated
vapor stream is circulated over the adsorbent.

It is well known that small water loadings, as low as
0.05 g/g, can dramatically reduce the adsorption capac-
ity of molecular sieve for other chemical vapors. Previ-
ous isotherm data for PFCBa on 13X measured in this
laboratory was inconsistent due to this phenomenon.
The scatter indicated the need for an effective drying
procedure, an accurate dry mass of the sample, and
removal of any residual moisture before placing the
adsorbent sample into the system.

During the course of this study, two procedures
were developed which appear to effectively remove
adsorbed water from 13X. The first method used a
vacuum oven and the following drying procedure: the
13X sample was dried under vacuum for 24 hours at
503K to 513K, using a helium purge for two hours prior
to turning off the oven. The purge continued until the
sample reached ambienttemperature. When the sample




was placed in the isotherm measurement system, the
bed was heated to 493K with a helium purge flowing
over the bed for two hours. After the purge was turned
off, the system was placed in the closed-loop recir-
culation mode and a cryogenic trap was filled with
liquid nitrogen to remove any residual moisture from
the sample and the system. This method effectively
removed water from the sample, but wasrejected due to
damage to the vacuum pump.

A second drying method was developed using a
tube furnace. A 2-inch diameter glass tube, filled with
13X molecularsieve, was heated to 573K in the furnace
for 36 hours, and then cooled, with a continuous dry
nitrogen purge. A small sample was removed from the
glass tube and placed in a tared holder. The sample was
quickly weighed and placed in the closed-loop system.
It was heated to 443K, with a helium bleed of 100 sccm
over the sample for two hours. While still at 443K, the
system was then placed in the closed-loop circulating
mode with a cryogenic trap in line for three hours.

Data obtained using the tube furnace method over-
lays data using the vacuum oven method. This implies
that the two methods are equally effective at removing
adsorbed water from the sample.

PROCEDURE
To prepare for each experiment, the system was purged
until no trace of chemical was found. After the system
was found to be free of any contaminants, the dry 13X
sample of known mass was inserted into the loop.
With the sample in the system, a pressure test was
performed to insure that there were no leaks which
would cause loss of chemical or introduction of impu-
rities into the system. After the pressure test and an
external calibration test, the pump was turned on, and
the desired system flow was set using a metering valve.
Following the initial setup procedure, the experi-
ment was controlled by computer. The bypass/chal-
lenge valve, the temperature bath setpoint, the injection
of chemical into the system, and the GC sampling of the
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vapor phase were under computer control. After each
chemical injection with the bed in the bypass mode, the
vapor phase concentration in the loop was measured
using the GC. Based on the difference in the concentra-
tion before and after the chemical injection, the amount
injected into the system was calculated. The vapor
stream was then diverted over the adsorbent sample.
The vapor phase concentration was measured at uni-
form time intervals to determine if equilibrium between
the solid and vapor phases had beenreached. Aftereach
equilibrium point was measured ata given temperature,
the computer changed the temperature setpoint to the
next desired temperature. The entire cycle of injection,
determination of concentration in the vapor phase,
* passing the vapor over the bed, and determination of
equilibrium points at each temperature setpoint was
repeated until the desired final concentration was
reached.

Immediately following each run, the 13X molecu-
lar sieve was allowed to cool 10 ambient temperature
before being weighed to measure an experimental value
for the adsorbed phase concentration. This value was
used to verify the adsorbed phase concentration com-
puted by the program.

RESULTS AND DISCUSSION

The initial drying process used air only. It was deter-
mined that using helium during the drying process inthe
vacuum oven, and as a gentle purge while the sample
was being dried in situ, offered a substantial improve-
ment over the initial drying procedure. This is reflected
by the improved loadings measured for PFCBa in
Figure 2. However, since the experiments at that time
were being conducted under helium, there was the
possibility that this improvement could be attributed to
the absence of competition between the adsorbate and
nitrogen.

To test this hypothesis, a sample was prepared
using the same drying procedure described above. But
just prior to starting up the experiment, the bed was
placed in bypass, and the system was purged with dry
air.

It was found that the CFC-113 isotherm measured
using the helium drying process which was run underair
matched the previous runs which had been conducted
under helium alone. The results of this exercise indicate
that the higher capacity of the molecular sieve under the

new process using helium was indeed due to the re-
moval of water during the drying process, and not
because of an absence of competition between the
adsorbate and nitrogen.

Figure 3 shows PFCBa data. The data were col-
lected over five orders of magnitude of concentration
and three temperatures, 298K, 323K and 348K. At a
concentration of 100 mg/m?, the loading at 298K is
0.0051 g/g, at 323K the loading is 0.0012 g/g, and at
348K the loading is 0.0004 g/g. Therefore, it is impor-
tant to measure loadings at different temperatures in
orderto understand how the temperature of the working
environment will influence the performance of the
adsorbent. For example, if rate processes are the same,
the penetration time at 298K will be about 13 times
longer than at 348K.

Looking again at the loadings at 100 mg/m?, the
ratioof the loadings at 298K and 323K is 4to 1. The ratio
for the loadingsat 323K and 348K is 3to 1. And the ratio
for the loadings at 298K and 348K is 12 to 1. This ratio
information is important because when trying to regen-
erate an adsorbent, one may wish to utilize changes in
temperature to desorb material from your bed.

Figure 4 is a plot of PFCBa and CFC-113 data
plotted at 208K. Both CFC-113 and PFCBa are nonpo-
lar, water insoluble, and have about the same molecular
diameter, Since the boiling point of CFC-113 is 320K,
while PFCBa boils at 268K, one would expect the
capacity for PFCBa to be lower than that of CFC-113.

At concentrations between 1 and 10 mg/m?, the
difference in loadings between the two chemicals is
approximately two orders of magnitude. At concentra-
tionsbetween 1000 mg/m*and 10,000 mg/m? the differ-
enceinloadings is much less. The difference in loadings
between the two chemicals is only a factor of 4 and 2 at
1000 mg/m? and 10,000 mg/m? respectively. These
differences in loading capacities of the adsorbent based
on the concentration of the adsorbate will have implica-
tions on the size and applications of an adsorber bed of
that material.

CONCLUSION

The procedure and apparatus developed here success-
fully measure accurate isotherms on 13X molecular
sieve, and may be easily adapted to measure isotherm
data for other hydrophilic adsorbents.







MULTICOMPONENT ADSORPTION EQUILIBRIA FOR VAPORS
OF HYDROCARBON AND WATER ON ACTIVATED CARBON

M. Douglas LeVan
Department of Chemical Engineering
University of Virginia
Charlottesville, Virginia 22903-2442, U.S.A.

A novel volumetric apparatus for measurement of adsorption equilibria has been con-
structed. Single component adsorption equilibria have been measured for water, hexane,
and acctone at temperatures from 25°C to 125°C. Multicomponent adsorption equilibria for
water-hcxane and water-acetone mixtures have also been measured at 25°C and 100°C. Hys-
teresis behavior has been measured for water alone and for water-hexane and water-acetone
mixtures.

INTRODUCTION

There is a need for a better understanding of the adsorptive behavior of water vapor
and mixed hydrocarbon-water vapors on activated carbons. Applications of adsorption
processes involving organic compounds and water vapor are numerous and varied and include
regenerable military filters. The state of the field is such that few equilibrium data are
available. Even measurements of adsorption of pure water vapor on activated carbons have
been limited to room temperature. The scientific understanding of how water affects the
adsorption of other components is largely lacking. The temperature dependence of hysteresis,
the effect of hydrocarbon adsorption on the hysteresis, and effect of water adsorption and
its hysteresis on hydrocarbon adsorption are not known. '

This paper summarizes some recent research carried out at the University of Virginia
on adsorption equilibria for vapors of hydrocarbons and water on activated carbon. The
experimental measurements were performed by graduate students under the dircction of the
author. A more complete description of the investigations including an extensive literature
survey may be found elsewhere [1]. Here, a brief overview is given of measurements made with
a novel apparatus for hexane, acetone, water, hexane-water, and acetone-water adsorbed
on Calgon Type BPL activated carbon. The two hydrocarbons were chosen because of their
water solubilities, with n-hexane being essentially immiscible and acetone being completely
miscible,




BACKGROUND: WATER ADSORBED ON CARBON

Activated carbons are complicated from both physical and chemical viewpoints. The
carbon used in this study is bituminous coal-based. It has both carbonaceous and oxide
adsorption sites and contains up to 8% ash.

Adsorption forces are somewhat unusual for water vapor on activated carbon. Unlike
most hydrocarbon adsorbates, water does not interact strongly with carbonaceous solids.
This results in relatively small amounts adsorbed at low relative pressures, but the isotherm
typically rises sharply in some region prior to saturation giving the Type 5 shape [2]. The
exact mechanism for adsorption of water vapor on microporous solids is unclear. It is believed
that adsorption occurs through a cooperative mechanism involving the hydrogen bonding of
water molecules. Theories for the sharp rise in the water isotherm prior to saturation include
coalescence of clusters of molecules nucleated around high energy sites such as chemisorbed
oxygen atoms and formation of a water monolayer.

A characteristic of water isotherms on microporous carbons is the hysteresis loop. The
size and extent of the hysteresis region has been related to the porosity of the carbon. The
desorption branch is often attributed to the evaporation of a condensed phase over a narrow
pressure range [3]. Other theories suggest the existence of a metastable state. Theoretical
studies predict that the hysteresis loop will become smaller with increasing temperature and
eventually disappear at a capillary “critical” temperature that is significantly lower than the
critical temperature of the bulk fluid [4].

The density of adsorbed water vapor and the energy associatcd with the adsorption
have led to somewhat contradictory viewpoints. Dubinin [3] investigated the energy of
adsorption of water molecules in porous solids and concludes that the “nature of interactions
in adsorption of water is the same as in the condensation of its vapors in the bulk phase.”
Gregg and Sing [2] point out that the volume of water adsorbed at saturation, calculated
using the Gurvitsch rule, is usually less than that of other adsorbates indicating that adsorbed
water may be present in a form less dense than bulk water.

EXPERIMENTS

Apparatus

A diagram of the apparatus is shown in Figure 1. It is contained in an environmental
chamber with a programmable temperature controller to allow measurement of isotherms of
condensible vapors at elevated temperatures and pressures up to saturation. The experiments
are based on recirculating a gas through a closed loop using a magnetic pump. The loop is
of small, known volume and additional volume can be added using tanks for measurement
of hysteresis. The loop contains a small bed of a known amount of clean activated carbon.
Adsorbate is injected into the loop as liquid through an injection port using a gas tight
syringe; the amount injected is determined by weighing the syringe before and after injection.
Gas concentrations are measured using a gas sampling valve, a gas chromatograph with flame
ionization and thermal conductivity detectors, and a digital integrator. Equilibrium has been
reached when gas concentrations reach constant values.

Operating procedures are described in detail elsewhere [1]. Data involving hysteresis
are measured by slowly cooling the apparatus to the desired adsorption temperature to de-
termine points on the adsorption branch and slowly warming the apparatus to the desired
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Figure 1: Schematic diagram of apparatus.

temperature for points on the desorption branch.

Materials

The activated carbon used in these experiments is Type BPL (Calgon Carbon Corp.,
Lot No. 4814-J) in 6 x 16 mesh form. The adsorbates used were n-hexane (ACS certified 99
mol % pure), acetone (ACS ccrtified 99.5 mol % pure), and water (distilled and deionized).

RESULTS AND DISCUSSION

Because of space limitations, it is possible to show only very limited results. Much
more detailed results and discussion are given elsewhere [1].

Isotherms for Pure Hexane and Acetone

Our isotherms for pure hexane and pure acetone at 25°C, 50°C, 75°C, 100°C, and
125°C are shown in Figure 2 over approximately seven decades of pressure. The isotherms
are of the Type 1 classification, being strongly concave downward when plotted on rectan-
gular coordinates. Note that the saturation pressures, as mdlcated by the vertical lines, are
reached for all temperatures.

Isotherms for Pure Water

Isotherms for water vapor at 25°C and 100°C are shown in Figure 3. The isotherms
at 25°C are similar to those reported by other investigators, including Mahle and Friday
[5], for BPL carbon at room temperature. Comparing the hysteresis loops, we sec that the
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Figure 4: Water-hexane adsorption equilibria. Left: Water isotherms at 25°C for hexane
loadings of ny =0 (top), 0.497, 1.032, and 1.993 (bottom) mol/kg. P, = P,/P.. Right:
Effect of water loading on hexane partial pressure at 25°C and n, =0.497 mol/kg. P} =
P,/ P}. Filled circles denote adsorption and open circles denote desorption.

hysteresis loop becomes smaller for increasing temperature and shifts to a higher relative
pressure. Similar observations have been made by other investigators for the temperature
dependence of hysteresis for other systems under cryogenic conditions [4]. Although hystere-
sis in the water/BPL carbon system did not vanish over the range of temperatures examined,
the trends observed in the data suggest that the capillary “critical” temperature does exist
for this system.

Coadsorption of Water and Hexane

Experiments were conducted for hexane loadings of 0.497+0.001, 1.03240.007, and
1.993 +0.007 mol hexane/kg carbon (nominally 0.5, 1, and 2 mol/kg) at 25°C. Water con-
centrations were varied from low values to saturation for each of these loadings. Results are
shown in Figure 4 (left) along with the pure water isotherm for 25°C. Tests confirmed that
the same equilibria were reached independent of the order of introduction of the adsorbed
components.

There are two important things to notice in Figure 4 (left). First, the hysteresis loop
decreases in size with increasing hexane loading. Second, and most interesting, calculations
based on the densities of the pure adsorbates (taken at saturation from Figures 2 and 4)
show that the apparent total pore volume filled by the hexane and water is significantly less
than the total pore volume available for either pure component.

Figure 4 (right) shows the dependence of the hexane partial pressure at constant hex-
ane loading on the amount of water adsorbed for some of the data shown in Figure 4 (left).
Here, we see the hexane partial pressure is a strong function of the water loading. The
dependence is almost exponential with the partial pressure increasing by over an order of
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Figure 5: Water-acetone adsorption equilibria. Left: Water isotherms at 25°C for acetone
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magnitude. An interesting observation is that there are two different equilibrium hexane
partial pressures for the same water loading. Thus, the hexane partial pressure depends on
the water adsorption path. Experiments performed at 100°C showed similar trends, except
that water was able to fill more of the available pore space [1].

Coadsorption of Water and Acetone

As with the hexane-water experiments, the amount of acetone adsorbed was held
approximately constant while increasing the loading of water. Because of the miscibility of
water and acetone, the vapor phase will reach saturation prior to the point at which the
partial pressure of water reaches the pure component vapor pressure.

W .ter isotherms at 25°C were measured for acetone loadings of 1.92:+£0.09 and 3.7610.24
mol/kg (nominally 2 and 4 mol/kg). Figure 5 (left) shows the pure water isotherm at 25°C
and the water isotherms for the two acetone loadings. The most striking fcature of these
data is that the total pore volume is much closer to being filled by the acetone-water mix-
ture than it was by the hexane-water mixture. In addition, there appears to be less water
hysteresis than for hexane-water coadsorption.

Figure 5 (right) shows tlie dependence of the equilibrium acetone partial pressure on
the amount of water adsorbed. Although the dependence is seen to be much weaker than
that observed for hexane, it is not negligible at higher water loadings. Also, the acetone
partial pressure exhibits hysteresis with the higher acetone partial pressure occurring on the
adsorption branch of the water isotherm. Results at 100°C showed similar behavior.
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CONCLUSIONS

The recirculating constant volume apparatus works well for both pure components
and mixtures. Adsorption equilibria can be measured over wide range of temperatures and
pressures. Mixture data can be collected in isostere form (i.e., the loading of one component
can be held constant).

Isotherms for water on BPL carbon were measured over a range of practical tempera-
tures. The location and size of the hysteresis loop was found to be teraperature dependent,
with the loop shifting toward higher relative pressures and narrowing as the temperature was
increased. The dependence is similar to that for other systems under cryogenic conditions.
The data agree with the prediction of a capillary critical temperature.

For the hexane-water system, water isotherms at constant hexane loadings were mea-
sured at 25°C and 100°C. Partial pressures of hexane were found to increase significantly at
constant hexane loading as the water loading was increased. Hysteresis was observed in the
hexane partial pressure depending on whether the system was on the adsorption or desorp-
tion branch of the water isotherm. Results at 25°C indicate that water does not completely
fill the available pore volume left by adsorbed hexane as the vapor approaches saturation.
At high hexane loadings it was found that only a small percentage of the available pore space
was filled by the water before saturation. At 100°C the water filled the available pore space
much more effectively than at 25°C.

For the acetone-water system, water isotherms at constant acetone loadings were mea-
sured at 25°C and 100°C. As with hexane, the partial pressure of the hydrocarbon increased
at constant hydrocarbon loading as the water loading was increased, and hysteresis was
observed in the hydrocarbon partial pressure depending on whether the system was on the
adsorption or desorption branch of the water isotherm. Water was found to fill almost all of
the available pore volume as the vapor approached saturation. The most likely explanation
for the difference between the observed behavior of water when coadsorbed with hexane or
acetone is the solubility of water in the hydrocarbon.
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PREDICTION OF BINARY VAPOR ADSORPTION FOR A
HEXANE/WATER MIXTURE ON ACTIVATED CARBON

Richard A. Matuszko', David K. Friday', and Robert A. Lamontagne’

ABSTRACT

The Adsorbed Solution Theory (AST) is appliad to predict binary vapor
adsorption of n-hexane and water on activated carbon using only single
component adsorption data. The prediction obtained using the Ideal AST
(IAST) is compared with predictions obtained from modifications to the AST
that allow for non~ideal adsorption. These modifications include use of
UNIFAC predicted activity coefficients in a spreading pressure dependent
model (SPD), use of pure component saturation adsorption values to predict
stearic exclusion of water in carbon micropores (MET), and use of a
combination of the SPD with the MET. The results indicate that at 25°'C the
MET produces the best prediction, while at 100°'C, the SPD+MET produces the
best prediction.

INTRODUCTION

A number of theories for predicting multi-component isotherm behavior
from single component data exist today. The most commonly employed theories
are the multi-component Langmuir, the' Vacancy Solution Model® (VSM), and the
Adsorbed Solution Theory' (AST). The Langmuir and VSM, however, are
unnecessarily restrictive in that they require the use of a specific
isotherm for correlating the single component data. The AST allows the use
of any single component isotherm model. Since the VSM and Langmuir single
component models are unable to fit water adsorption on activated carbon (BET
type V isotherm), the AST was selected as the candidate for predicting
multi-component adsorption behavior.

The AST has been used in various forms incorporating different
modifications/simplifications. The most common form of the AST is the Ideal
AST* (IAST) where the adsorbed and vapor phases are assumed to be
homogeneous, ideal mixtures. The IAST has been used to represent a large
matrix of mixtures, but because of the assumptions of ideality, produces
gerious errors with some systems. Improvements to the IAST have been
reported using Spreading Pressure Dependent (SPD)’ activity coefficients to
correct for adsorbate-adsorbate interactions. Additionally, the concept of
Micropore Exclusion® (MET) or adsorption area that is accessible to one
component but not to another, has improved the quality of fit for the AST.
Unfortunately, paet efforts to apply these theories have focused on
correlating mixture isotherms and not predicting them.

This paper explores the concept of predicting binary adsorption using
the SPD and MET without the use of mixture adsorption data. SPD activity
coefficients will be calculated from existing liquid phase excess Gibbs free
energy equations. Excluded area for the MET will be predicted from
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differences in saturation adsorption values for single component isotherms.
These two theories are to be compared with predictions using the IAST.

THEORY

The original SPD as proposed by Talu and Zwiebel' uses a superlattice
theory to elucidate molecule-molecule interactions. This approach is
unnecesgarily restrictive, and cannot adeguately represent highly polar
and/or hydrogen bonded components. Myers® has proposed a more general form
of the SPD where there is a choice of which excess Gibba free energy (gf)
model to use. This more general form has been selected using the UNIQUAC
model for gt. The UNIQUAC model was chosen because it is the only common gt
model that can adequately represent highly polar and hydrogen bonded species
that demonstrate limited miscibility. 1In addition, the UNIQUAC model can
accurately represent activity coefficients for both Vapor-Liquid Equilibria
(VLE) as well as Liquid-Liquid Equilibria (LLE). The UNIQUAC model has the
form:

gE = gE‘ + gE'
The gt is a combinatorial term and the ¢% is a residual term. Each of
these are broken down as follows:
g% = RT( x1n(¢,/%x,) + x1n{¢;/x;) + 5(qx,1n(6,/¢,) + @:X;1n(0,/¢,)) )
g5 = RT( =~ q'x,1n(0," + 6;'7y) = @’'x1n(by + 6,'7y) )

¢ = X,/ (%, + x,x;) $ = X0,/ (X1, + X,x5)

0 = xq/(x,q + Xq,) 0; = %9,/ (%q + %,%)

6" = 1@ /(xq + x®0°) 0 = k@ /(x@ + Xp')
T, = exp( —a,/T ) Ty = exp{ -ay/T )

r;,, ¢, and g’ are obtained from tables
T is temperature in K
a, and a, are the two fitting parameters

To make the SPD theory truly predictive, the a;, and a, values can be
obtained from existing LLE or VLE data. 1In the absence of data, a;, and a,
can be generated using the UNIFAC group contribution method. ¥For this
paper, the n-hexane and water values were obtained using the UNIFAC
equation.

Myers’ SPD approach incorporates the thermodynamically imperative
dependence of g* on spreading pressure in an adsorption system by the
following equation:

6t = (1 - exp(-Cy))gF

V = spreading pressure
C = constant that depends only on adsorbent
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As a result of the linkage between liquid and adeorbed phase excess
Gibbs free energies, qualitative behavior of a liquid mixture would be
carried over into an adsorbed mixture. Compounds that do not mix well as
liquids, are not expected to mix well as adsorbates. Conversely, compounds
that attract each other in the liquid phase, will attract each other as
adsorbates. These non~idealities manifest themselves in deviations from the
vapor pressure expected over the mixture if the system were ideal (Raoult’s
law). Compounds that do not mix well produce higher vapor phase
concentrations than would be found if the liquid/adsorbate interaction were
ideal (positive deviations from Raocult’'s law). Compounds that attract
produce lower vapor phase concentrations than would be found if the
liquid/adsorbate interaction were ideal (negative deviations for Raoult’s
law).

The Micropore Exclusion Theory (MET) has been altered to allow for the
prediction of excluded areas from single component saturation adsorption
values. This modification assumee that differences in saturation adsorption
values for a pure component, represent a genuine phenomenon where specific
areas of the sorbent surface are excluded to individual compounds. 1If the
saturation values differ, it is assumed that the difference is due to
micropore exclusion. The difference in the saturation values is then
incorporated into the MET as the amount of excluded adsorption area. A more
detailed description of MET predictions and calculations can be found in
Matuszko and Lamontagne’.

SINGLE COMPONENT ISOTHERMS

An isotherm equation is correlated to single component data for.each
component. A modified Antoine® equation is used:

nP = A’ - B'/(C + T)

Where: B’ = BO + b(l -~ 6)
: A’ = A+ (1 + af*)end {for hexane)

A’ = A+ alb (for water)
P = Vapor phase partial pressure
T = Temperature
o = Fraction surface coverage (W/W,)

A,B,C = Antoine coefficiente

a,b,W, = Fitting parameters

Both forms of the equation reduce to the Antoine equation in the limit of
saturation. The hexane equation reduces to Henry’s law in the limit of zero
loading, but the water equation does not. The lack of a Henry’s law limit
for the water isotherm, however does not pose a problem since the amount of
water adsorbed is so low at even moderate vapor phase concentrations.

RESULTS AND DISCUSSION

The adsorption data set of Hacskaylo®’ for n-hexane and water on
activated carbon was used for this analysis. Figures 1 and 2 give single
component adsorption isotherms for hexane and water respectively. The data
cover a 100°C temperature range in 25'C increments and 6 decades of
pressure. Plotted with the data are fits of the respective
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Levan isotherms for each temperature. Coefficient values for these
correlations are:

a b Wo
n-hexane 0.538 5907 5$19.42
water 0.33309 3875 474.09

The MET excluded area calculation for hexane and water on BPL carbon
produces a result that is inconsistent with molecular size. From the
calculations; it appeare that the smaller molecule (water) is excluded from
portions of the carbon that the larger molecule (hexane) can adsorb.
Indeed, a number of organic and water adsorption systems on hydrophobic
sorbents produce saturation adsorption values that are higher for the
organic than for the water. This anomaly can be ascribed to the
hydrophobicity of the adsorbent inhibiting the water from adsorbing as an
individual molecule on the surface. However, when water is in sufficient
concentration in the vapor phase, the local environment of an individual
water molecule is heavily influenced by the other water molecules present.
Therefore, if the water adsorbs on the hydrophobic surface in a large enough
group, the character of the locality will be dictated by the water and thus
become more hydrophilic. As a result, the water will tend to adsorb in
clusters. In smaller pores, not enough water can fit to change the local
character to hydrophilic, so water does not adsorb there. The net result,
an increase of the effective size of water, is shown schematically in
Figure 3.

Figures 4-8 give the binary adsorption data pointe and AST predictions
for hexane and water at 25°C and 100°C. The data is given as hexane
igosteres, or plots of constant hexana adsorbed phase loading. The hexane
loadings investigated are approximately 0.5 moles/Kg carbon (Figure 4), 1.0
moles/Kg carbon (Figures 5 and 7)., and 2.0 moles/Kg carbon (Figures & and
8). The plots detail how the vapor phase concentration of hexane will
change with changes in adsorbed phase concentrations of water.

F.gures 4-6 (25°C) show predictions from the IAST and MET, but do not
give predictions using the SPD or SPD-MET. The SPD and SPD-MET predictions
for these data have been omitted because the adsorbed system is
demonstrating negative deviations from Raocult’s law while the liquid mixture
gives positive deviations from Raoult’s law. It is clear that the dominant
force in the adsorbed phase is not adsorbate~adsorbate interactions. 1In
each of the three plots, the IAST and MET predictions either lie above or
cut through the data. Applying the SPD or SPD-MET to these systems would
produce predictions that lie significantly above those of the IAST and MET,
thus reducing the quality of the fits.

Figures 7 and 8 (100°C) show predictions for all four forme of the
AST. 1In contrast to the 25:'C data, the 100:‘C data lies akove the
predictions for the IAST and MET, indicating positive deviations from
Raoult’s law. Since this is consistent with a liquid mixture of hexane and
water, applying SPD activity coefficients should improve the gquality of fit
for the data. Indeed, for both plots at 100°C, the guality of fit is
dramatically improved using the SPD. The best overall fits are obtained
using the SPD-MET combination for both 100:C data sets.




CONCLUSIONS

Three possible conclusions can be drawn from the binary data and

predictions:

1,

. 2.

o
4.

S.

6.

1. The forces that dictate the character of the binary adsorption
system are temperature dependent. At 25°C, it appears that the
dominant force in the adsorbed phase is one which gives negative
deviations from Raoult’s law, At 100°C, the dominant force in the
adsorbed phase is the adesorbate-adsorbate interaction which can be
accounted for with SPD activity coefficients.

2. Thae quality of the single component correlations is
insufficient for accurate AST calculations. The AST requires
integration under the single component isotherms, and is thus very
sensitive to the quality of the correlation selected. Error in
the single component correlations could produce anomalous results
in predictions of mixture adsorption.

3. The AST cannot be used for a hexane and water mixture on BPL
carbon. The AST assumptions of a homogeneous, two-dimensional

phase may not apply for the adsorption of hexane and water on BPL
carbon. ~
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CHARACTERIZATION OF THE ARMORED VEHICLE ENVIRONMENT

Jan §. Matuszko and Robert A. Lamontagne
Naval Research Laboratory
Washington, DC 20375

Richard A. Matuszko and Victoria J. Davis
Geo-Centers, Inc.
Ft. Washington, MD 20744

The Naval Research Laboratory (NRL) has been tasked to identify
atmospheric constituents in an armored vehicle environment in order to aid in
the design and optimization of a regenerative air filtration system. Field
sampling around diesel engine tanks and turbine engine tanks using carbon
tubes is being conducted at representative Army sites in order to determine
the contaminants which may adversely affect the proposed filtration system.
Methods for analysis include: pH of carbon water extracts, nitrogen BET
surface area, and GC/MS of carbon disulfide extracts.

INTRODUCTION:

There has been some concern that vapors generated during armored vehicle
operations may adversely affect the proposed Pressure Swing Adsorption (PSA)
Collective Protection System (CPS) for armored vehicles, The Naval Research
Laboratory (NRL) has had a long history of conducting atmospheric measurements
in military environments. Because of this, NRL was asked to determine if the
above concern was valid. NRL began a program to identify atmospheric
constituents produced during operations conducted with diesel powered tanks
and gas turbine powered tanks. Data is being collected using carbon sampling
tubes during basic tank operations such as cross country maneuvers, road
marches, and motor pools. Additionally, the impact of artillery rounds on the
CPS 1; biing determined. Data is being collected on both a short and long
term basis,

Once the sample has been collected, some or all of the following tests
are then performed on the carbon from the sampling tubes: weight loss
measurements, pH tests, surface area measurements and GC/MS hydrocarbon
analysis on carbon disulfide extracts. The weight loss measurements indicate
the amount of water present on the carbon and therefore the area unavailable
for adsorption by low molecular weight hydrocarbons. The pH measurements
indicate the amount of use or weathering that has occurred on the carbon
filters. The surface area measurements indicate how much of the carbon is
available for adsorption. Finally, the GC/MS analysis indicates the degree of
weaghering as well as the type and amount of contaminants present on the
carbon.

EXPERIMENTAL:
EQUIPMENT:
Figure 1 is photograph of a long-term atmospheric sampler that is being

used for this project as well as being deployed on Navy ships for a similar
project. There are three main components to the sampling system. The first
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component, labeled with the numeral one in the figure, consists of five tubes,
six cm (D) by fifteen cm (L), filled with BPL carbon (7-Big-V obtained from
Chemical Research, Development and Engineering Center (CRDEC) personnel)
mounted inside a standard High Efficiency Particulate Air (HEPA) filter. The
second component (2) is a volumetric gas flow meter while the third component
(3) is a blower motor. The unit is approximately sixty em (W) by sixty cm (H)
bK 122 em (L) and weighs approximately thirty Kg. Atmospheric air is drawn
through the carbon sampling tubes by the blower attached to the common plenum
and total air volume that has passed through the filters is measured by the
flow meter. The carbon tubes can then be removed and replaced with tubes
containing unweathered carbon at various intervals.

Figure 2 is a photograph of the short-term atmospheric sampling unit
which is installed on tanks and other armored vehicles. The sampling system
basically consists of two pumps/meters, tygon tubing, carbon sampling tubes,
and a metal bracket. The pumps/meters (Model 224-PCXR7) are manufactured by
SKC Inc. and are compact, programmable, and battery operated. The carbon
sampling tubes (SKC catalog number 226-16-02) are 10mm x 150mm and contain
1000 mg of coconut charcoa%. Each pump/meter can be programmed to run for a
period of at least eight hours of continuous service. By using two meters,
duplicate samples can be taken concurrently or the same tank environment can
be evaluated for a period of up to sixteen hours,

PROCEDURES :

Once the carbon tubes are removed from the long term sampling equipment,
they are brought back to the laboratory and analyzed. Carbon from these 1l.ng-
term samplers are divided into four three-quarter-inch sections, measured
perpendicular to the air flow, and one remainder section encompassing the rest
of the carbon. Weight loss measuremerits, pH tests, surface area measurements,
and GC/MS hydrocarbon analysis are then performed on each section. Carbon
from the short term samplers is simply extracted with carbon disulfide and
subjected to a GC/MS hydrocarbon analysis.

RESULTS/DISCUSSION:
ARTILLERY TESTING:

The artillery testing data was obtained at the Human Engineering
Laboratory (HEL) in Aberdeen, MD when gunnery rounds were being fired for a
period of approximately thirty days. A long-term sampler was used and
atmospheric data was collected during physiological/psychological artillery
testing conducted by HEL in which personnel were dressed in various stages of
Modified Overgarment Personnel Protection (MOPP). Data was collected for a
range of gunnery rounds fired - from 270 to 819 rounds. The gunnery rounds
were blank, but were fired with the standard propellent composed mainly of
aluminum perchlorate, The major exhaust components from that type of
propellent are listed in the literature as aguminum chloride, carbon monoxide,
hydrochloric acid, water, nitrogen, and hydrogen.

The results of the pH tests of these carbons are listed in Table 1.

These values can be compared to a reference, unweathered carbon which has a pH
of 8.0 plus or minus 0.1, The decrease in the pH of these samples from that
of the reference carbon is very significant when compared to the decrease that
we have documented for carbon weathered in non-gunnery conditions (a decrease
from 8.0 to 7.7). This decrease in pH is most %ikel related to the HCl vapor
produced in relatively high quantities in the propellent exhaust.
Additionally, it appears that the number of gunnery rounds fired did not have
a significant effect on the pH values measured for each section.
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TABLE 1: NORMALIZED pH VALUES OBTAINED FOR
GUN _SAMPLES (2 HOUR READING)
SECTION
SAMPLE # 3/4 6/4 9/4 12/4 REMAINDER GUNNERY
ROUNDS
FIRED
GUN-1 5.1 5.5 6.4 7.3 7.0 270
GUN-2 5.7 6.3 6.7 6.7 6.8 270
GUN-3 5,7 7.2 7.2 1.2 7.5 270
GUN-4 5.5 5.8 6.2 6.2 6.3 540
GUN-5 5.2 5.8 6.0 6.3 6.6 540
GUN-6 4.9 5.6 5.8 5.9 6.7 540
GUN-7 5.7 5.9 6.2 6.2 6.2 810
GUN-8 5.4 5.8 6.0 6.4 6.1 810

Table 2 shows the results of the weight loss measurements. The weight
loss measurements obtained in this gunnery environment show a different trend
than data obtained in a hydrocarbon environment. In general, the amount of
water found on the bed was greatest at the inlet portion and decreased with
increasing bed depth. One exception was the remainder section of the Gun-1
sample which may be attributable to experimental error. The increased water
present at the inlet portion of the carbon filters could very well be
associated with the increased HCl loading that we speculate is present due to
the decreased pH values.

TABLE 2. PERCENT WEIGHT LOSS OF CARBON FOLLOWING HEATING
(150°F) FOR THREE HOURS
SECTION
SAMPLE 3/4 6/4 9/4 12/4 | REMAINDER | GUWNERY ROUNDS
FIRED
GUN-1 14.4 8.5 6.3 4.7 11.7 270
GUN-2 10.5 7.7 6.2 5.2 5.8 270
GUN-3 8.8 5.3 4.2 3.3 3.4 270
GUN-4 11.6 9.2 6.6 5.9 5.7 540
GUN-5 11.8 8.1 6.7 5.4 5.6 540
GUN-6 12.7 9.5 6.8 6.3 6.6 540
GUN-7 1.8 | 10.5 9.0 7.2 7.1 810
GUN-8 4.9 | 10.9 9.0 8.0 6.8 810

Table 3 shows the surface area values obtained for each sample. In
general, the area available for adsorption following weathering in a gunnery
environment is not significantly different than the area available in an
unweathered sample.
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The ion chromatograms of the carbon disulfide extracts of the carbon
showed no hydrocarbon peaks. The only peaks present were attributable to the
solvent and to compounds which are most likely imparted on the carbon as part
of the activation process.

Due to the lack of peaks on the GC trace of these carbons and the weight
loss measurements, hydrocarbons were not adsorbed on the carbon samples in
this gunnery environment. The pH measurements indicate that a compound (or
compounds) are present which caused the pH value of the carbon samples
(particularly the inlet samples) to become acidic. The acidic pH is probably
due to HCl since it makes up 20% of the composition of the propellent exhaust.
Surface area measurements indicate, however, that weathering of this type does
not adversely affect the available adsorption area of the carbon.

TABLE 3: SURFACE AREA OF CARBON SAMPLES
(M2/G)*
SECTION
SAMPLE # 3/4 6/4 9/4 12/4 REMAINDER GUNNERY
ROUNDS
, FIRED
GUN-1 1281 720 1027 1358 1060 270
GUN-2 1063 1158 1017 1131 966 270
GUN-3 1077 1103 998 1038 1037 270
GUN-4 1196 1122 1022 1073 1056 540
GUN-5 1061 1067 1006 1079 1025 540
GUN-6 889 1082 1054 1087 1161 540
GUN-7 1104 1040 1005 1075 966 810
GUN-8 lgﬁl 1097 1004 918 1100 810

* Reference Carbon {7-Big-V) = 1114 m,/g
SHORT-TERM SAMPLES COLLECTED IN A GAS TURBINE-POWERED TANK ENVIRONMENT:

Short-term sampling systems were installed on the bustle rack of M1Al
tanks at Fort Hunter-Liggett in California for a period of approximately two
weeks in August 1991. The data was collected during testing sponsored by the
Armor Test Directorate in which the new M1A2 tanks were compared with the M1Al
tanks. The tanks participated in a variety of operations including cross
country maneuvers, road marches, motor pools and gunnery ranges.

Additionally, some samples were obtained while the tanks were being refueled.

Since the amount of the carbon adsorbent in the sampling tubes was
small, only the GC/MS analysis was performed on these short term samples. As
was the case for the artillery tests, no hydrocarbon peaks were found on the
ion chromatograms of these samples.

The environment under which these samples were collected was extremely
dusty, The carbon sampling tubes have a wool plug at the entrance to the tube
to filter out particulates. Since there were no vapors collected on the
carbon and since the environment was so dusty, it was possible that vapors
would have been trapped on the wool plug along with the particulate matter.

In order to determine if this had occurred, carbon disulfide extracts of the
wool plug were also analyzed by GC/MS. The only peak present on e-ch of these
wool extracts was the carbon disulfide peak.
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It was somewhat surprising that no vapors were collected on the sampling
tubes during these tests. This indicates that tank operations do not affect
the Collect?ve Protection System of the tanks on a short-term basis. During
short-term testing in a naval environment, hydrocarbons are usually collected
on the sampling tubes. This may be due to the fact that there are multiple
contamination sources in a shipgoard environment but only one for a tank
environment. Long-term sampling in an M1Al tank environment should be
conducted to ensure that the vapors produced during tank operations will not
callectively affect the CPS over longer time periods than those examined in
these tests.

SHORT-TERM SAMPLES COLLECTED IN A DIESEL-POWERED TANK ENVIRONMENT:

Short term samplers have been installed on an Army recovery vehicle at
the Recovery School in Edgewood, MD. Atmospheric samples have been obtained
during recovery operations and during idling time.

Figure 3 is the ion chromatogram of the carbon disulfide extract of an
eight hour sample. Figure 4 is the ion chromatogram of a standard containing
nG,-nC,;. The carbon disulfide solvent peak comes off the column at a
retention time of approximately 165 seconds. The peak at the approximate
retention time 185 is benzene, an impurity in the carbon disulfide solvent.
The peak directly preceeding the carbon disulfide is inherent to the carbon
itself. It is most likely due to the activation process. The peak at the
approximate retention time of 210 seconds is chloroform. This is a
contamination peak from the GC/MS autosampler and is not a part of the diesel
environment. The remainder of the peaks are due to the diesel environment.

It should be noted that the sampling tube was placed in the exit gas
plume of the motor. Notice that the lower molecular weight hydrocarbons do
not appear on the ion chromatogram. The hydrocarbons appear to be in the
range of C,, and above. This may not be too surprising in that the materials
of interest may be on the soot particles that are not collected in the carbon
sampling tubes. Drager tube analysis showed high molecular weight
hydrocarbons in the diesel exhaust of approximately 1740 ppm.

CONCLUSIONS

The atmosphere from the following tank ogerations in both diesel and gas
turbine environments have been sampled: artillery tests, cross country
maneuvers, road marches and idling time. Both long and short term sampling
around artillery firing showed no major effect on the carbon with the
exception of lowering the pH of water extracts of the carbon. During short
term sampling in the gas turbine powered M1Al tank environment, no hydrocarbon
species were collected on the carbon. It appears that M1Al tank operations
should not have any effect on the Collective Protection System of the tanks on
a short-term basis. Long-term samples in the vicinity of MIAl tanks will be
collected at Ft. Hood, Texas to verify this conclusion. Finally, high
molecular weight hydrocarbons have been found on carbon from short-term
samples collected around diesel tank operations.
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FIGURE 1. LONG TERM AIR SAMPLER

FIGURE 2. SHORT TERM AIR SAMPLER
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CATALYTIC OXIDATION OF HYDROGEN CYANIDE VAPOR

Gary B. Howe, J. Jerry Spivey, and George W. Stinagle
Research Triangle Institute

RTI has completed the initial phase of a study to determine the reaction
kinetics of the catalytic oxidation of hydrogen cyanide (HCN) vapor over a 2.15%
platinum on alpha-alumina catalyst. Reaction rate equations have been derived
from experiments invoiving oxidation of HCN vapor in a packed bed reactor
operating under differential conditions. Feed concentrations were varied between
500 and 1200 parts-per-million in both dry and humidified air. Reactor temperature
was varied between 180 and 208 degrees Celsius to determine the temperature
dependence of the reaction rate. The experimental results have shown an inverse
dependence of reaction rate on the HCN feed concentration.

INTRODUCTION

Catalytic oxidation is a proven technology for destruction of volatile organic
compounds in automobile exhaust and industrial source emissions. The U.S. Army
‘Chemical Research, Development and Engineering Center is currently engaged in
a program to evaluate catalytic oxidation as a technique for the destruction of
chemical warfare agents. Such a capability is needed in collective protection
systems to produce breathable air for the operators of armored vehicles.

Studies by other investigators have shown that hydrogen cyanide can be
oxidized at relatively low temperatures on precious metal catalysts.'> However,
little information has been published concerning the reaction kinetics of HCN
oxidation. Intrinsic kinetics are an important aspect of modeling reactor
performance and enabling the optimization of reactor design and operating
conditions.
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EXPERIMENTAL

Shown in Figure 1 is a schematic diagram of the system used to obtain
experimental data for determining HCN oxidation rates in this study. The reactor
consisted of a 4 mm ID quartz tube housed in a split-tube furnace. A granular
catalyst was held in place in the center of the tube with quartz wool plugs at either
end. Feed gases were metered with mass flow controllers and blended by passing
them through a section of tubing packed with quartz chips. A stream selection
valve was used to select either reactor inlet or outlet gas for analysis by gas
chromatography (GC}. When analyzing the reactor inlet gas, a three-way valve
could be switched to provide a dry nitrogen purge flow across the reactor bed.
When necessary, part of the nitrogen feed gas could be humidified by passing it
through a flask containing deionized/distilled water.

Vent

GC-
FID/TCD

h.

Calibration Gas inlet

Stream Selection
Valve

Humidifier

qulf-fn

i ‘ Quartz Chlps

Figure 1. Microreactor System Schematic

The gas chromatograph was configured with packed columns and a thermal
conductivity detector (TCD) for the analysis of reaction products and a capillary
column with a flame |on|zat|on detector {FID) for the analysis of unreacted
hydrogen cyanide.

The reactor was packed with a 1 cm long bed of 2.15 percent platinum on
alpha-alumina. The catalyst surface area was 1 to 5 m?/g and the particle size was
60/80 mesh. The high platinum loading was selected to provide good resistance
to deactivation and high activity at low temperatures. The low surface area alpha-
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alumina support was chosen because it has shown superior resistance to
degradation from acidic reaction products when compared to high surface area
gamma-alumina. The bed was pretreated by heating for 4 hours at 150°C and then
overnight at 450°C while purging with dry air.

The reactor was operated under differential conditions (i.e. conversion of less
than 10 percent) to minimize concentration and temperature gradients and to
simplify data analysis. The use of capillary GC with flame ionization detection
made it feasible to measure the small differences between feed concentration and
outlet concentration at such low conversions. One limitation of operating under
these conditions is that the effect of product inhibition on the reaction rate would
not be observed as easily as under integral conditions.

The feed concentration of HCN was varied between 500 and 1200 parts -per-
million in both dry and humid (50% relative humidity) air at a reactor temperature
of 208°C. At each feed condition, the inlet and outlet concentration of HCN was
measured by GC-FID and the outlet concentrations of carbon dioxide and carbon
monoxide were measured by GC-TCD. Based on these measurements, the
conversion of HCN was determined and reaction rates were calculated.

In addition to determining reaction rates for various HCN concentrations at
208°C, reaction rates were also determined for other temperatures with a feed
concentration of 500 parts-per-million HCN in both dry and humid air. This data
was needed to determine the temperature dependence of the reaction rate.

A final test performed was to expose the catalyst bed to HCN in humid air
for 9 hours to test for deactivation. Test conditions consisted of: 250 °C reactor
temperature, 2200 h'' space velocity, 1000 ppm HCN feed concentration, and 5
percent relative humidity.
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RESULTS

Shown in Figure 2 is a plot of the HCN destruction rate versus the average
HCN concentration [(Inlet-Outlet)/2] for feed concentrations ranging from 500 to
1200 parts-per-million in dry air. These rates were measured for a reactor flow rate
of 200 sccm which corresponds to a space velocity of approximately 95,000 h'.
As seen in the plot, the reaction rate decreased with increasing HCN feed
concentration.

070
Dry Feed
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3
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£ 030 ®
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& 020
®
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0 1 | 1 . I |

020 025 030 035 .040 045 050 .055
Conc., mol/Lx103
Figure 2. HCN Oxidation on 2.15% Pta Alumina

Two different models were tested for describing the dependence of reaction
rate on HCN concentration. The first of these is a simple power-rate law and is
shown in equation 1.

-TA = k/CAz (1)

The second model is based on Langmuir-Hinshelwood kinetics and is shown in
equation 2.

-y = kCu/(1+Kk,Ca*  (2)

The model represented by equation 2 is based on the assumption that three sites
are involved in each reaction cycle and that the surface reaction controls the rate.
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Such a three site model would apply if the reaction mechanism involved
dissociation of HCN upon adsorption.

Each model provided about the same goodness-of-fit to the experimental
data. Figure 3 shows the curve generated by a non-linear least squares fitting
routine using equation 2 as the model. It should be noted that the oxygen
concentration was constant for any given HCN feed concentration, and thus is
included in the constant k. While the fit of the experimental data to the model does
not prove the mechanism suggested above, it does provide some evidence to
support it.
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Figure 3. Fit of r=keC/(1+k1+C)3

For sufficiently high HCN feed concentrations, equation 2 reduces to the
form of the power-rate law shown in equation 1. This is apparently the
concentration region in which reaction rates were measured in this study, since
either model provided about the same fit to the experimental data. At sufficiently
low HCN concentrations, the second rate expression shouild become first-order in
HCN concentration. Such behavior is typical of catalytic oxidation reactions in
which the rate of chemical reaction on the catalyst surface is controlling.®

The same models provided a good fit to the rates obtained at concentrations
of HCN from 500 to 1200 parts-per-million in humidified air (50% relative
humidity). Figure 4 shows the curve based on the fit of the experimental data with
model 2. For a given concentration of HCN, the reaction rate under humid
conditions was higher than the rate under dry conditions.

Figure 5 shows an Arrhenius plot of the natural logarithm of reaction rate
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versus reciprocal absolute temperature for rates obtained over the temperature
range of 190 to 208°C with HCN diluted in dry air at a feed concentration of 500
parts-per-million. As expected, the reaction rate increases with increasing
temperature. An activation energy of 28.4 kcal/mol was calculated from the slope
of the line.
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Figure 4. Fit of r=keC/(1+k1sC)3

Similarly, the natural logarithm of the reaction rate exhibited a linear
dependence upon reciprocal absolute temperature for the humidified feed gas. An
activation energy of 31 kcal/mol was calculated.

Finally, results of the catalyst deactivation test showed that during a nine
hour period of continuous exposure, the HCN conversion remained at greater than
99 percent, and thus there was no apparent deactivation.

CONCLUSIONS

The rate measurements performed under differential reactor conditions show
that the intrinsic rate of HCN destruction in both dry and humid air exhibits an
inverse dependence on concentration. The form of the rate equation suggests that
dissociation of HCN upon adsorption occurs and the surface reaction is rate
controlling. Higher rates of reaction were observed when HCN was present in
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humid air. There was no evidence of deactivation of the 2.15% platinum on alpha-
. alumina when exposed to HCN in humid air for 9 hours.
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Figure 5. Temperature Dependence of Rate
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CATALYTIC OXIDATION OF GD OVER A MONOLITHIC PT/TIO; OXIDATION CATALYST

Kathrine J. Clarke and Robert Tom
Allied-Signal Aerospace Company
AiResearch Los Angeles Division
2525 W. 190th Street
Torrance, CA 90509

G. Lestar
Allied-Signal Research and Technalogy
50 E. Algonquin Road
Des Plaines, IL 60017

ABSTRACT

Catalytic oxidation of chemical warfare (CW) agents is a promising concept for coilective protection in military vehicles.
This paper contains a discussion of the performance of a 260-scim (7400-sipm) monolithic Pt/TiO, oxidation catalyst as a function
of temperature, pressure, and residence time against nerve agent GD. This study is a continuation of the Air-Force-sponsored
chemical and biological agents protection system (CABAPS) program and complements the results reported previousty at the 1889

1. INTRODUCTION

The threat of chemical and bioclogical warfare (CBW) has resulted in the need to develop collective protection systemns for
personnel in mifitary vehicles. Current systems for CBW protection use particulate filters and Whetletite charcoal. These adsorption
systemns have many limitations including finite [He, adsomption capacity, and sensitivity o moisture and temperature.

Catalytic destruction of chemical warfare agents is a viable alternative to Whetlerite charcoal becauss it offers a long life po-
fential and complete destruction, rather than temporary removal, of the chemical agent.

2. BACKGROUND

The relationship between catalytic CW agent destruction and residence time for a given temperature is based on the mass
balance of agent in the reactor. For a differential reactor, dV, the mass balance equation is

-0 (dCa/dV) = KCa (Equation 1)
where: Q = volumetric flow rate
vV = reactor volume
Ca = concentration of agent in air

K generic rate coefficient
integration of Equation 1 yields
Ln (Cao/Ca) = KV/Q = k7 (Equation 2)

whete: Cao =  concentration of agent in air at the inlet of the differential volume
Cao/Ca =  concentration reduction ratio

T = V/Q = residence time of agent in the ditferential reactor
Equation 2 shows that the rate coefficient, K, can be determined by finding the reduction ratio for various residence times.

Generally, the rate coefficient is dependent on temperature. The type of dependence is determined by the process con-
troliing the 1ate. in general, there are four types of rate-controlling processes:
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(a) The infrinsic reaction rate, regime A

(b) The pore diffusion rate, regime B

(©) The mass transfer rate, regime C

(d) The homogenecus reaction rate, regime D
Figure 1 illustrates these as genetic processes.

HOMOGENEOUS
— REACTION PREDOMINATES
b BULK GAS PHASE
= c#~ MASS TRANSFER CONTROLS
& ” " SIGNIFICANT
3 g4~ PORE DIFFUSION
8
i INTRINSIC
3 SURFACE
REACTION
- CONTROLS
3
Ly 16-08880

Figure 1. Overall Reaction Rate Temperature Dependence

it the overall reaction is limited by the rate ot the intrinsic reaction, its temperature dependence is described by the Arrhe-
nius equation as follows:

K = Ae(-Ea/RT) (Equation 3)
where: A = preexponential factor
Ea = the activation energy
R = the gas law constant
T = the absolute temperature

in the other extreme, where the homogeneous reaction rate is the controlling process, no catalyst is required. However,
the residence time and temperatures required preclude this from occurring on military aircraft.

The ideal operating regime is Regime C, the mass transfer limited regime. In this regime, the limiting factor is mass trans-
ter of the chemical agent from the free stream to the catalyst surface. In this regime, the temperature dependence of K is de-
scribed by the Hegedus equation modified for square channels:

K = Sg (D/2R) (SH)ym {1 + 0.095 (4R2G/pD L))045 (Equation 4)

where: Sg = cell surface area to volume ratio

D = molecular diffusivity

R = cell hydraulic radius

(SH)um = limiting Sherwood number

G = feed rate

p = average density

L = reactor length

The Hegedus equation shows the relatively smaii etfect of density and mass flow rate on the value of K. For a given reactor
geometry, K is determined predominantly by the molecular diffusivity of agent, D.

The molecular diffusivity is inversely proportional to pressure and is directly proportional to temperature. Therefore, K is a
function primarily of the reaction pressure, and secondarily of the reaction temperature. The relationship between pressure and
temperature on molecular diffusivity is as follows:

D = {(0.001858) (M4 (1/Map + 1/Mu®5}/{(0)?(w)P} (Equation 5)
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where: T reaction temperalure

Mgo = molecular weight of agent GD
Mgy = molecular weight of air

(¢ = collision diameter

[0 = collision integral

P = reaction pressure

This approach was used to correlate the data with live agents.
3. CABAPS TEST UNIT AND FACILITY

The CABAPS test unit is designed for catalytic oxidization of chemical warfare agents. The design point is agent GD at an
inlet concentration of 142 mg/cu m and a reduction ratio of 500,000:1. inlet airflow conditions are 20 Ib/min at 450°F and 45 psia.

The test unit is shown schematically and pictorially in Figures 2 and 3, respectively. Contaminated bleed air enters the
racuperator, which preheats the air to reduce the electrical power. The air is heated to the catalyst operating temperature by the
electric heater. Chemical agent contaminants are catalytically oxidized in the catalytic reactor. Finally, the air passes through the
other side of the recuperator, preheating incoming bieed air.
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Figure 2. CABAPS Test Facility Schematic

Because the CABAPS is designed for aircraft applications, it is desirable ta evaluate its performance under conditions that
closely simulate actual aircraft operating conditions. The CABAPS test facility processes air through the compression, pressure reg-
ulation, heating, and blending steps required to provide the CABAPS test unit with air at the comect pressure, temperature, and hu-
midity to simulate aircraft engine bieed conditions.

The test faciiity consists of tour major subsystems. They are a pre and post air conditioning subsystem, a steamn generator,
an agent injection subsystem and a control and data acquisition subsystem. The test facility is shown schematically in Figure 2 and
pictorially in Figure 4.
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Figure 3. CABAPS Test Unit

Figure 4. CABAPS Test Facility

4 DISCUSSION OF RESULTS

41 LIVE-AGENT TEST RESULTS

The Hegedus equation was used to analytically predict rale constants for the eleven Phase lil CABAPS test conditions.
The Hegedus equation inputs include the test conditions presented in Table 1 and the following reactor geometric tactors:

Factor Value/Characteristic
Length, in. 12.15
Diameter, sq in. 945
Celis per sq in. 600
Cell wall thickness, in. 0.0074
Cell shape Squaie




. TABLE 1
PHASE 1} CABAPS TEST CONDITIONS
Agent GD Inlet
Pressure, Mass Flow Rate, Concentration, Water
Test No. psia Temperature, °F tb/min mg/m? Flow Rate, gal/min
1 45 650 20 150 0.02
2 45 600 20 150 0.02
3 45 580 20. 150 - 002
4 30 650 20 150 0.02
5 60 650 20 150 0.02
6 45 650 25 150 0.03
7 45 650 29 150 0.03
8 45 650 20 50 0.02
9 45 650 20 300 0.02
10 45 475 20 150 0.02
11 45 400 20 150 002

To use the Hegedus equation to calculate the reduction ratio for multisegment reactors, the fractional conversion for &
single segment, X,y Must first be calculated. The overall reduction ratio in this case for three segments is then calculated from

3Xseg - 3Xseg” + Xseg® = 1 ~ (Ca/Cad)overa (Equation 6)

Figures 5 through 7 analytically compare predicted reduction ratios based on the Hegedus predicted rate constant as well
as the test measured reduction ratios. Figure 5 shows the natura! log of the reduction ratios (normalized for pressure) vs residence
time. Figure 6 shows the natural log of the reduction ratics for the 650°F test data vs residence time. The relatively close match
between the analytically predicted reduction ratios and the measured reduction ratios indicates that the catalytic reactions are mass
transfer rate limited. Values of the rate canstant, ke, for each of the 11 Phase ii} test conditions are presented in Table 2.

!
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TABLE 2
PHASE Wi CABAPS CATALYTIC REACTOR RATE CONSTANTS
Mass “Theoretical Test Measured Rate
Pressure, Temperalture, Flow Rate, Rate Constant, Constant,
Test No. psia °F 1b/min 1/sec 1/sec
1 45 650 20 1653 1274
2 45 600 20 1526 170.2
3 45 550 20 140.3 147.3
4 30 650 20 2480 2392
5 60 . 650 20 1240 1208
6 45 650 25 1685 166.0
7 a5 650 30 1709 197.4
8 45 650 20 165.3 1706
9 45 650 20 165.3 1496
10 45 475 20 126 179
11 45 400 20 1058 - 715

Figures 5 and 6 show the relationships between reduction ratio, residence time, rate constant, and the reaction conditions
that determine these parameters. The siope of the solid lines from the origin to the plotted reduction ratio points is the rate con-
stant, kH. The slopes of these lines in Figure 5 decrease with decreasing temperature, representing the effect of reaction tempera-
ture on kH. Also in Figure 5, points 6 and 7 (the analytically predicted values) are slightly to the left of the 650°F line, illustrating the
small influence of mass flow rate on kH. In Figure 6, the slopes of the lines from the origin to data points 4 and 5 differ from the
slopes of the other 650°F lines. This indicates the influence of pressure on kH.

mmmduchonrahohrtasnwasmuchlowermanpmdncted This may have been due 1o DMMP in the sample lines
from the previous system checkouts.

In Figure 7, the rate constants (normalized for pressure) determined, during Phase Il and Phase | testing, are shown
‘piotted against the natural log of reaction temperature, which is necessary to linearize the data points, and is basad on the relation-
ship between temperature and the molecular diffusivity, D.

The rate constants of the Phase Il full-scale reactor can be compared with the Phase | microreattor rate constants be-
cause reactor geometry has very litle effect on the rate constant. Phasa | test data show a significant decrease in the rate constant,
ke, with decreasing reactor temperature. For the Phase | test run at 450°F, the rate constant was sufficiently low to indicate that the
reaction was infrinsically reaction-rate-controlled rather than mass-transfer-rate controlied. This does not appear to be the case for
the Phase Il tests run at 475° or 400°F.

42 REACTOR PRODUCT ANALYSIS

During Phase Hi testing, the air supply downstream of the reactor was monitored at three separate sampling points for se-
tected products of agent destruction. The reaction product of particular interest is HF. The short-term (15-min) allowable exposure
timit for HF is 25 mg/m>. Concentrations above this level are potentially harmful. The measured concentration leveis of HF at the
three sampling points are shown in Table 3. (The samples were actually measuring for fiuoride ions). The removal percentages,
also presented in Tabie 3, are based on the expectad concentration leveis calculated from the following reaction stoichiometry:

CHa (CeH130) FPO + 110, = > 7CO, + 6H,0 +HE + HaPO,

The measured HF concentration levels at the condenser outiet are beiow 2.5 mg/m? exposure limit for all of the test conditions.
However, most of the HF was removed downstream of the reactor. No correlations between HF removal and test conditions couid
be found.

Table 4 presents the measured concentration levels of H3PO, (the samples measured for phosphorus ions) and the corre-
sponding removal percentages. These results indicate that most of the H,PO, was removed in the reactor, and eny remaining
H,PO, was removed downstream in the system. These results are in agreement with Phase | microreactor tests results.

5. CONCLUSIONS

This program obtained the necessary data o design, fabricate, and test a full-scale NBC catalytic reactor. Fuil-scale tests
have shown extremely high performance; agent reduction ratios of 200,000,000 (design goal was 500,000) have been achieved in a
residence time of less than 0.2 sec. This performance indicates the potential of this approach in providing collective protection for
NBC.
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TABLE 3

CABAPS HF REMOVAL
Reactor Outlet Condenser Inlet (SP6) Condenser Outiet (SP4)
(SP2)
Percent
Mea- | Percent | Mea- | Percent | Percent | Mea- | Percent of
Inlet Stoich sured of sured | of Stoich | of Stoich | sured | of Stoich | Stoich
Conc. | Conc. | Conc. | Stoich | Conc. Re- Re- Conc. Re- Re-
Test GD, HF, HF, Re~ HF, moved | moved HF, moved | moved
No. mg/m* | mg/m® | mg/m® | moved | mg/m® | (Recup) | (Total) | mg/m® | (Cond) | (Total)
1 736 810 328 | 5943 0.45 94.41
2 1196 13.16 425 67.68 0.04 99.68
3 1105 12.16 443 63.54 1.94 84.07
4 118.8 13.07 1.4 1268 1.19 90.90
5 154.5 17.00 1211 28.77 235 5385 86.19 0.13 12.38 99.26
6 151.0 16.61 12.16 26.80 224 56.04 86.50 0.61 9.15 96.32
7 156.3 17.08 14.16 17.12 6.40 127 6254 1.37 27.58 91.99
8 458 504 347 31.05 0.49 55.68 90.18 0.89 -8.43 8224
9 300.6 33.07 19.42 41.27 1235 18.46 62.66 1.25 31.69 96.21
10 158.3 17.41 10.76 38.22 1.98 47.33 88.64 0.18 9.77 98.97
1" 164.0 18,04 12.89 28.52 328 49.70 81.79 047 1467 97.37
TABLE 4
CABAPS H3PO, REMOVAL
Reactor Outlet Condenser Inlet (SP6) Condenser Outlet (SP4)
(SP2)
: Percent
Mea- Mea- Percent Mea-
Stoich | g yed Percent sured Percent ’ sured Percent of
Infet | conc. of of Stoich | of Stoich of Stoich | Stoich
Conc. | oo | O | swich | CONC | pe- pe- | Conc. [ pe Re-
Tost GD, 34 | HaPOy4, | Re- | H3POs, | moved | moved | HaPOy4, | moved | moved
No. | mg/m® | mg/m® | mg/m® | moved | mg/m® | (Recup) | (Total) | mg/m?® | (Cond) | (Total)
1 736 39.60 o 9948 0.00 100.00
2 186 64.34 0.00 | 100.00 0.00 100.00
3 1105 59.45 0.16 99.73 000 100.00
4 118.8 63.91 0.00 100.00 0.00 100.00
5 1545 83.12 0.00 100.00 0.00 0.00 100.00 0.00 0.00 100.00
8 1510 81.24 282 96.53 0.00 347 100,00 0.00 0.00 100.00
7 1586.3 83.55 3.01 96.40 0.00 360 100.00 0.00 0.00 100.00
8 458 2464 1.74 9294 0.00 706 100.00 0.00 0.00 100.00
9 300.6 161.72 079 99.51 0.00 049 100.00 0.00 0.00 100.00
10 1583 85.17 0.00 100.00 0.00 0.00 100,00 0.00 0.00 100.00
" 164.0 88.23 0.00 100.00 0.00 0.00 100.00 0.00 0.00 100.00




The Role of Water-Soluble Amines in
Whetlerite Formulations
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Abstract

The following nine amines in aqueous solutions were sprayed onto two separate ASZM
impregnated whetlerites to which no TEDA had previously been added: triethylamine,
tripropylamine, tributylamine, triallylamine, tetramethylethylenediamine, triethylenediamine,
quinuclidine diethylenetriamine and triethylenetetraamine. These were tested under standard
testing conditions with HCN; (CN), was first produced in all cases and in varying amounts.
The breakthrough behaviors were significantly different for each amine and other amines than
TEDA maybe found useful as a final impregnating agent.

Introduction

Current formulations of whetlerites include TEDA (triethylenediamine) impregnated
after the metal compounds had been added to the activated carbon. TEDA was first used in
the nuclear-grade carbons 1o trap radioactive iodine in the nuclear power operations (1) and
the carbon when new was very successful. The influence of TEDA on trapping toxic gases,

however, has not been completely evaluated and one objective of the present study is to
formulate a possible mechanism.

Nine amines have been used in the study and both chemical structures and their
acronyms are listed in Table 1; some of the physical properties are given in Table 2. There
is a limit to the quantity of amine that can be added since the surface area of the pro iact
decreases significantly with excess of 4 to 5 weight percent. The standard test procedure with
AC (HCN) as the challenge was conducted in the same manner for each of the amine-treated
samples as well as for the original material.

Experimental

Two whetlcrites, previously impregnated with ammoniacal solutions of copper, zinc,
and molybdenum were used. One of these was a commercial product (Calgon Carbons, Inc.)
and the second a iaboratory preparation was prepared at CRDEC (J.A. Rehrmann). The
amine impregnations were made at NRL by directing a slow spray of the aqueous amine
solution in1o the rotating sample of dry whetlerite. The concentration of amine was adjusted
as desired.

The humidified air {iow was maintained at 80%RH at the ambient temperatu-c {17
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TEDA

QUI

TEA
TPA
TBA
TAA
TMED
DETA

TETA

TABLE 1: The Structures and Acronyms of the
Amines Used in this Study

TRIETHYLENEDIAMINE

QUINUCLIDINE

TRIETHYLAMINE

TRIPROPYLAMINE

TRIBUTYLAMINE

TRIALLYLAMINE

- TETRAMETHYLETHYLENEDIAMINE

DIETHYLENETRIAMINE

TRIETHYLENETETRAAMINE

CH. — CH,
/ \
N - CH: - CHZ -_ N
\ /
CH, — CH,
CH; - CHz
/ \
HC — CH, — CH, — N
\ /
CH2 haa CH;
N(CH,),
N(C,H,)s
N(C.Hy),

N(CH,=CHCH,),

(H,C),NCH,CH,N(CH,),

H,NCH,CH.NHCH,CH,NH,

H,NC,H,NHC,H,NHCH,NH,




TABLE 2: Physical Properties of the Amines

MW d p, m.p. b.p.
g/em® A? °C °C

TEA 101.2 0.726 41.1 115 88.8
DETA 103.2 0.952 34.91 -39 206.9
QUI 1112 (.14 32.4 +159 -
TEDA 112.2 1.14 32.6 158-160 174
TMED 116 0.770 433 55 120-122
TAA 137.2 0.790 47.6 30 150-151
TPA 143.3 0.753 50.6 93.5 155-158
TETA 146.2 0.979 43.1 35 277.4
TBA 185.3 0.778 58.8 -70 216
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20°C), and was recorded periodically (optical dew point instruments). The AC was supplied
by Matheson Gas Products, Inc. in a calibrated mixture in dry nitrogen. The AC was
introduced into the humidified air flow after passing through a mass flow controller.

Samples of the inlet flow and the effluent were delivered to independent
chromagraphic columns with separate FID detectors. The counts were recorded by HP
Integrators (3392A and 3393A). The calibration for mixtures was made after stipulated
dilutions of the AC flow with inlet air flow. The target concentrations of the AC challenge
was 5 mg/liter (4550 ppm). Other kinetic parameters are given below:

Bed Depth 3.0cm

Bed Diameter - 19em
Retention Time AC 2.3-2.4 min
Retention Time (CN), 1.85 min
Poropak P Columns 5 feet x 1/8 inch

Results

Typical breakthrough behavior are shown in Figures 1, 2 and 3. The top graph of
Figure 1 gives the concentrations of the inlet dose and the two effluent species. The lower
graph shows the integrated behavior. Altogether, 34 tests were made with the 9 amines on
sub samples of the two whetlerites. ’

The reproducibility of the results for breakthrough times for AC and (CN), may be
seen in Table 3 for the amine-impregnated whetlerites. The alignment for the nine amines
(Table 3) is given relative to increasing AC breakthrough times, There is almost a two-fold
difference among the amines for both AC and (CN), with the Batch #345 and somewhat less
so with the Calgon ASZM. The observed alignments are different for the two starting
whetlerites.

For comparison, an alignment is shown (Table 4) relative to increasing molecular
diameters of the amines. Littic is evident in respect to increasing molecular weights. The
molecular diameters were determined from the molecular weight (M), the density (d) of the
condensed phase, and N, Avogadro’s Number: '

M 2/3

&2 N, d

o/molecule = 4(.866)

These range from 32.4 for QUI to 58.8 for TBA. The densities in the adsorbed phase are
not known. The ranking of ¢ with the breakthrough times (t,) is rather poor for both AC and
(CN),.
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TABLE 3: Alignment Relative to Increasing AC and (CN), Breakthrough
Times (minutes/3cm depth)

CRDEC CALGON
Batch #345 ASZM (no TEDA)
AC  (CN), AC (N,
————————————————————————————————————————————————
TPA 31 15 TEA 36 29
QUI 38 27 TAA 37 18
TAA a1 36 41 20
49 39 38 16
TEDA 42 27 QUI 39 18
TBA 42 28 L ~ TEDA 44 40
37 3 TBA 45 a5
TMED 49 18 ‘ DETA 46 39
TETA 48 38 TMED 48 41
42 34 45 39
DETA 55 41 TPA 48 38
TEA 56 35 42 26
45 41 TETA 57 41
50 40

48 44

41 40
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TABLE 4: Alignment Relative to Molecular Cross Sections

Batch #345 CALGON
AC (CN), AC (CN),
min min A min min
38 27 QuI 32.4 39 18
42 27 TEDA 32.6 44 40
55 41 DETA 34.9 46 39
51 39 TEA 41.1 36 29
45 36 TETA 43.1 52 41
49 18 TMED 43.3 46 40
45 37 TAA 47.6 39 18
31 15 TPA 506 | 45 37
40 30 TBA 58.8 45 25
—_—
48 46 NONE 48 44
51 47 NONE 41 40
51 46 NONE
HCN 16.2
(CN), 21.5
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Discussion

The effluents AC and (CN), have been followed for a limited time beyond the effluent
toxic breakthrough concentration. Longer dose times were detrimental to a recovery of the
base lines of the chromatographic columns and also the reproducibility of the FID detector
signals. However, the results (Table 3) do suggest that other amines than TEDA may be
helpful in the formulation of new whetlerites.

Several procedures have been undertaken to correlate the results (Table 3) with
possible reaction sites on the surface. It is not a simple problem as was shown (Table 4) by
the attempt to align the breakthrough times with the molecular cross sections of the amines.
The total retention of AC is a considerable larger magnitude than that which penetrates at the
breakthrough time, t, Table 5 (Batch #324, CRDEC) and Table 6 (ASZM, Calgon) give the
sequential integrated doses calculated to t, for the two series of impregnated carbons,
respectively. The results cover the ratio range of 25000 to 45000 for dose to AC effluent.
The tabulations, however, do show some correlation with increasing breakthrough times for
both the AC and (CN), effluents.

A surprising observation is the high efficiency of both whetlerites without the addition
of an amine. While this is true for the AC challenge, it needs to be examined for other
cyanide test gases, i.e. (CN), alone and CNCl.

An examination of the duplicate and triplicate results for some of the amines listed in
Table 3 revealed that the larger breakthrough time for a given amine occurred with the higher
initial water content. Since the sample weights had been determined before each AC
challenge, it was possible to attempt a correlation with the observed breakthrough times.
These data are recorded for each test in Table 7 (Batch #345, CRDEC) and in Table 8
(ASZM, Calgon). The tables include the values of t, for AC and (CN),.

It is quite rcasonable to include the water molecule as a reactant. The reactions beiow
take place with a large free energy formation:

§)) 2HCN(g) + CuCOj(s) -— CuCN(c) + H,0g + CO,g + A (CN),g
0 x> C . NH,
2 (CN),g + 2H,0 -— |
C
—
07 T Nm

The oxamide formed by eq. (2) and relained by the whetlerite has been reported by other
investigators (2,3,4)

The data in Tables 8 and 9 are shown graphically (Figures 4 and 3). The

breakthrough times for both AC and (CN), increase significantly with moisture cortent of the
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Amine

Qul

TBA

. TETA

TEDA
TETA
DETA
TEA
TAA

TEA

NONE

NONE

TABLE 5: Integrated AC DOSE and Effluent at ¢,

from Batch #345 (CRDEC)

Integrated AC Breakthrough Times
DOSE  Effiu. WAD)  L(CN),
mg mg min min

41 36

31 15

312 0.01 45 41

314 0.01 F 38 27

322 0.01 37 31

322 0.01 42 34

342 0.01 42 28

350 0.01 49 18

350 0.01 42 27

1 a5 0.01 48 38
415 0.01 55 41

430 0.01 50 40

431 0.01 49 38

450 0.01 56 35

e e e ———————ESE———o—————————————

408 0.01 51 46

388 0.01 51 47

318 0.01 a8 46

NONE

58




@
TABLE 6: Integrated AC DOSE and Effluent at t,
from ASZM (Calgon)
Integrated AC Breakthrough Times

DQOSE Efflu. t,(AC) :EZN);

Amine mg mg min min

——————————————— —

TEA 245 0.01 36 29

TAA 290 0.01 37 18

TAA 290 0.01 38 16

QuI 315 0.0! 39 18

. TMED 330 0.01 45 39
. TBA 340 0.01 45 25
TEDA 340 0.01 44 40

TPA 347 0.01 42 26

TMED 350 0.01 48 41

DETA 365 0.01 46 39

TPA 370 | 0.01 48 38

“TETA 425 0.01 57 41

————— e ———————————————
. NONE 330 0.01 4] 40
NONE 355 0.01 48 44
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TABLE 7: Initial Water Content versus t,
Batch #345, CRDEC

initial
w AC (CN),
® min min

8.690 TEA 50 40

8.667 TMED 49 18

8.667 TEDA ") 27

8.456 QuI 38 27

8.399 TETA 48 38

8.289 TBA 37 31

8.284 TBA 42 28

8.280 TEA 56 35

8.191 DETA 55 41

8.102 - TAA ~49 ' 38

8090 TETA 42 34

7.896 TPA 31 15

7.825 TFA - 45 41

7.415 TAA 41 36

7.383 TMED 30 15
et ———————————eemeen

8.048 ' NONE 51 47

7.698 NONE 51 46

6.277 NONE 48 46




TABLE 8: Initial Water Content versus t,
ASZM, CALGON
initial

wi ~ AC (CN),

(& min min

8.513 QUI 39 . 18

- 8.417 TEDA 44 40

| 8.367 TPA 2 2
‘ 8.344 DETA 46 39
‘ 8.297 TMED 48 41
} 8.141 TBA 45 25
. 8.134 TETA 57 41
8.105 TAA 38 16

8.089 TMED 45 | 39

7.997 TPA 48 38

7.861 TEA 36 29

7.411 TAA 37 18

6.221 TEA 17 16

e ———SE————————
6.923 NONE 41 40

8.188 NONE 48 44
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initial sample. The tests were run with air at 80%RH which supplied considerable excess of
water vapor, but it seems essential that the water and amine be together before the AC is
. introduced.

The preparation of whetlerite by impregnation of dissolved ammoniacal metal salts on
a base charcoal in aqueous media can be viewed as a solution adsorption process of the
coordination compounds of the metal ions. Metal ions are almost never encountered in
solution without shielding which is provided by the solvent molecules and other ligands. In
1941 Bjerrum (S) reported that charcoal could be used as a catalyst to bring about a rapid
equilibrium among the various complexes present in the solution. One such case considered
was the following:

[CoNH)g] ** + H,O - NH,* + [Co(NHy); OH]** ~+ [Co(NH,);H,0]**

The equilibrated state lies to the right and is attained very slowly in solution; charcoal proved
to be a most effective catalyst in attaining equilibrium even in the absence the OH ion.

The above observations suggest 2 model that might account for the influence of TEDA
and other amines when included in a whetlerite formulation. The amine molecule can
substitute or displace some of the normal ligands in the metal ion complexes, namely H,0,
NH,, and thus modify the subsequent gas phase adsorption reaction.

ing Remar
. 1. Other amines than TEDA may be helpful in extending the breakthrough times
for the cyanide group of toxic gases.

2. The (CN), breakthrough time with an AC challenge is always first followed
by that of the AC.

3. The AC challenges to the different amines, integrated to the breakthrough
point, are nearly the same in alignment 2s the breakthrough points themselves.

4, It appears essential that the water and amine be together before the AC is
introduced. There is a good correlation in this case between AC life and water
content. ' ' ‘

s. This study shows that amines differ in the ability to place the water molecule
in an optimum orientation around the metal ions in the surface complex and
then form the non-volatile product (cxamide) and the volatile (CN),, not in
stoichiometric amounts.

wiedo N

We are indebted to William Barger of the Surface Chemistry Branch of NRL for the-
. several computer programs that expedited the calculations in this study.
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The Relationship of Direct Skin Exposure to
Methyl Salicylate (MeS) Vapor to Vapor Carry-Through

Susan H. Bomalaski
Armstrong Laboratorles (ALCFTO)
Brooks AFB, Texas 78233

John P. Kilian
Rothe Development Corporation
4614 Sinclair Road
San Antonio, Texas 78222

This study considered the use of vapor carry-through as measured by collecting and quantifying
off-gassed simulant as an indication of skin exposure. Subjects were exposed to controlled vapor levels
of the simular.. methy! salicylate (MeS) wearing or not wearing various combinations of underwear in
temperatures approximating those found while wearing a protective ensemble. The use of measured
indications of offgassed simulant was not found to be a very sensitive indicator of skin vapor exposure
over extended periods of time but seemed to be related to a combination of factors such as total
exposure time, exposure concentration and possibly other factors yet to be identified.

INTRODUCTION. Most current protective ensemble materials and configurations provide
satistac{0Ty chemical profection during static wear and during mechanical fabric testing. This study was
the inltial stage of a program to develop and evaluate the experimental techniyes needed to help define
the chemical protection of candidate ensembies while being used in normal aikbase operations. To
reach this goal, a technique is needed which will allow estimation of the skin vapor exposure which,
when compared to ambient environmental levels will yield a garment protection facior. Considerable -
shelter processing procedures experimentation (2,3) has been accomplished using vapor canry-through
of the mustard simulant MeS, as estimated with closed offgassing booths, to indicate processing
effectiveness. A logical extension of this processing testing wouid be to apply the existing offgassing
faciiities and sampling techniques to estimate the under ensembile vapor exposures (CTs) that would
have been needed to cause the observed levels of vapor carry-through.

FACILITIES AND EQUIPMENT. The exercise and exposure chamber (Exposure Chamben) Is a
room approximately 12 it wide by 8 T Tigh by 24 ft long. H is equipped with a combination heater (8.8
kw) and air conditioner (15.8 kw) and limited humidity control capabilities (1 kg h-'). There are six
stations within the room where various exercises are performed. Simulant vapor is generated by using a
computer controlied solenoid valve 10 drip small quaniities of methyl salicylate (MeS) into a heated
stainless steel cylinder through which approximately 260 | min- of air is forced by an external blower.
The reaktime simulant conceniration measurements needed to actively control simulant levels in the
exercise/exposure chamber are taken using an HNU Systems photolonization detector, model PI52-02A




in a direct measurement mode. The calibration, use, and limitations of this device are discussed in
reference 3.

The four stainless steel and glass static offgassing booths (OFGBs) were used to estimate subject
vapor carry-through. The construction and characteristics of these booths are described in reference 2,
Appendix A. These booths are effectively a closed 2.613 cubic meter (m3) volume with multiple sampling
ports for impinger sampling of intemal vapor concentrations. The ventilated offgassing booth (VOFGB)
is a truncated pyramid similar in construction to the static booths with a volume of 1,710 Iiters with an
adjustable, filttered airflow capability of between 50 and 500 | min-'. The addition of controlled airflow
allows estimates of the actual quantities of simulant carried in to be calculated with a reasonable degree
of accuracy.

Methyl salicylate (MeS) was used as the chemical agent simulant for this vapor exposure experiment.
MeS has a vapor pressure between that of soman and distilled mustard and has other physical
propetties similar to chemical agents, such as adsorption on charcoal. The MeS was used to
approximate agent vapors. Six impinger samplers were used to monitor average vapor levels during
testing. Two impingers were located in the exposure booth. One impinger was used to sample from
each offgassirig booth. The selection of MeS as a simulant and the techniques used for simulant
preparation, detection and sampling, and analysis are described in 1.

EXPERIMENTAL PROCEDURES. The first set of test conditions was exposure to target CTs
from 60 0 900 mg min m=. Four test subjects were used. Vapor exposure time was 60 min with the
subjects switching positions every 15 min. Post exposure, three of the test subjects occupied static
offgassing booths while the fourth entered the ventilated offgassing booth. The offgassing period was 2
hours in the static booths and 80 min in the ventilated booth. All subjects were exposed wearing
underwear, boots, and gas mask with hood. All subjects removed gas mask and hood, changed
underwear, and removed boots and socks prior to entering their assigned offgassing booth.

Test procedure two was designed {o use a fixed concentration and vary the exposure time to
obtain the desired CTs. All four subjects dressed in underwear, socks, boots, and gas mask with hood
entered the exposure booth at the same time. On day 1 (low CT) they exited the exposure booth after
20 min. On each of the three remaining test days the exposure time was increased 20 min which
resulted in exposure times for the test of 20, 40, 60 and 80 min. All four subjects removed gas mask and
hood, boots and socks prior to entering their assigned OFGB. |n addition, two of the subjects changed
underwear as well resutting in a comparison of OFGB values with and without an underwear change.

Test procedure three was bare skin exposure (no t-shirt) with gas mask and hood, and with and
without exercise. For the no exercise conditior the target exposure concentration was 6 mg m- for
exposure times of 5, 10, 15, and 20 min. All subjects were exposed for 20 min on day 5. All four
subjects entered the exposure booth at the same time, after 5 min the first one left, after 10 min the
second left, and o0 on until all have completed their exposure. Each subject was exposed to each time
condition. For the exercise condition, all four subjects were exposed to a 20 min exposure (n=4 each
day three days total). To insure the subjects were properly sweaty during the vapor exposure, the
exercise period started 40 min betore the vapor exposure. The exercises consisted of walking on a
treadmill, moving weights, and climbing a ladder. All subjects removed gas mask and hood, changed
underwear, and removed boots and socks prior to entering their assigned offgassing booth.

The final test procedure was bare skin exposures (no t-shirt) with gas mask but without hood.
The testing included 5 days without exercise and 5 days with exercise. The exposure criteria for the no
exercisa exposures were for 5, 10, 15 and 20 min. The target concentration was 10 mg m3. To insure
the subjects were properly sweaty during the vapor exposure, the exercise period started 40 min before
the vapor exposure. The exercises consisted of walking on a treadmill, moving weights, and climbing a
ladder. At the start of vapor exposure the concentration was increased as quickly as possible to the
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target concentration of 10 mg m3. This introduction of simulant vapors required about 1.5 min and
generally caused some initial overshoot. After the introduction of vapor the subjects continued to
exercise for 5, 10, 15 or 20 additional min. Each subject was exposed to each time condition. All
subjects were exposed for 30 min on day 5. The subjects removed gas mask and hood, boots and
socks, and changed jockey shoris betore entering their assigned OFGB.

RESULTS/DISCUSSION. The results of the first skin vapor exposure experiments are given in
Table 1.7 The ofigassing factor (OGF) represents the area under the concentration curve in an offgassing
booth. The values presented in the table are the average of three OGFs. The values listed under
VOFGB ug are the micrograms of simulant carried into the booth calculated on the basis of the washout
of the VOFGB with time. These values represent the carry through of a single individual at the exposure
CT. Calibration experiments evaporating known quantities of MeS in the VOFGB have indicated
simulant accountability in the 92 to 98% range. The column labeled Exp Bth mg m?3 is an average
concentration obtained by dividing the CT by the exposure time. These data would indicate there is a
moderate to strong correlation between CT and offgassing booth response. The linear regression
equation for OGF vs CT is: OGF=.0173"CT + .3552 with an R2= .9204. Unfortunately, because of the
way the exposure was created, a single exposure time with different MeS concentrations, the same
correlation also exists between peak concentration and OGF. From this set of data it can't be
determined whether the OGF-CT relation would hold for other exposure, time corabinations.

TABLE 1

Vapor Exposure in Underwear with Gas
Mask and Hood, Underwear Change

Exp Bth Exp Bth OGBths VOFGB

CTe mg m3 OGP? ug Time
70 1.16 2,60 94.6 60
169 2.82 3.20 113.7 60
199 3.31 2.66 2094 60
260 433 2.46 198.6 60
373 6.22 9.45 358.9 60
738 12.30 13.61 730.2 60
925 15.42 15.68 548.3 60

@ Units of CT are mg min nr3

b Units of OGF are mg min m-3

The next experiment, procedure 2, was designed to look at non doffed clothing effects
on vapor carry-through. Table 2 lists the results of these tests. The exposure times used were day 1, 20
min; day 2, 40 min; day 3, 60 min; and day 4, 80 min. The column labeled Avg mg m=3 is an average
concentration over the exposure period obtained by dividing the CT by the exposure time. The two
columns labeled OGF are the summation of the area under the offgassing booth concentration curve for
each of the identified test conditions. This was the first attempt at maintaining a constant concentration
and varying the fime. Unfortunately the concentration drifted upwards as the experiment progressed,
agaln creating a situation where the results don differentiate well with respect to whether CT or
concentration is causing the variation in OGF. The linear regression relating OGF to Ct for the with
clothing change condition is: OGF=.00563"CT+3.1335 with an R2=.997. Again good corelation is shown
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between CT and OGF, but, because exposure concentration did vary, a similar corelation exists for
concentration (R2=.926). An analysis of variance comparing OGFs from underwear change vs no
change this indicates there is a greater than 99% probability the offgassing factors resulting from the two
clothing conditions are different with the no change value being significantly larger.

TABLE 2

Skin Exposure with Underwear, Gas Mask
and Hood. With and Without Underwear

Change
Avg OGF with OGF with
Day Time CT® . mgm3 Change® No Changeb
1 20 111.24 5562 - 4515 15.285
3.15 19.8
2 40 261.66 6.5415 4.005 23.685
5.04 27.855
3 60 4715 7.858 6.345 39.63
5.175 30.48
4 80 648.08 8.101 7.665 20.79
6 35.055
Avg: , 5.237 26.573
Std Dev: 1.421 8.232

& Units of CT are mg min m3
b Units of OGF are mg min m3

The third set of tests was done to investigate the effects that wet skin, caused by profuse
sweating, might have on vapor carry-through as measured by an ofigassing booth. This was done
because profuse sweating generally occurs inside a chemical protective ensemble unless ambient
temperature are low and/or the individual Is relatively inactive. Table 3 lists the results of this
experiment. The values listed in the column labeled Avg OGF represent the mean value of the OGF of
the four subjects exposed to the row CT. The column labeled Std Dev OGF is the standard deviation of
four data points representing the offgassing booth response to the row CT. In the Test Cond column, nx
indicates no exercise while ex indicates the standard exercise protocol was followed. A review of the
Table 3 data Indicates that the 5 and 10 min data points would appear to be somewhat less than the
remainder of the average OGFs. An analysis of variance of the raw data from which the average OGFs
were derived indicated there was a 95% probability that at least one of exposure times (rows) is
significantly diflerent from the rest. If the 5 and 10 min data values are left out of the ANOVA, the
ditference between the mean OGFs was no longer significant. This means there was no significant
ditference between the 15 and 20 min no exercise and the 20 min with exercise OGFs. Considering that
the exercise and no exercise data sets are not different, then if a linear regression is done of OGF vs CT
for ali of the table 3 values, R2=.5833 which indicates fair comelation between OGF and CT. If the 5 and




10 min exposures are left out of the regression, R?=,0016 which indicates there is virtually no correlation
between OGF and CT for the 15 and 20 min exposure times. These results indicate the magnitude of
offgassing results data (OGF) is not very sensitive to exposure (CT) for times exceeding 10 or 15 min.

TABLE 3

Skin Exposure in Underwear With or Without
Exercise. Underwear Change before Offgas.

Exp Time Avg Avg Std Dev Test

(min) Date CTe OGP OGF Cond
5 7-13 Aug 316 2.738 0.429 nx
10 7-13 Aug 63.3 3.746 0.689 nx
15 7-13 Aug 97.4 4.249 0.739 nx
20 7-13 Aug 130.3 3.999 0.904 nx
20 14 Aug 158.4 3.885 0.461 ex
20 15 Aug 165.4 4.403 0.779 ex
20 16 Aug 180.4 4.148 0.123 ex

& Units of CT are mg min m2
b Units of OGF are mg min m3

The final experiments were done both with and without exercise and without protective hoods.
The Table 4 values included in () are the average CTs obtained for each exposure time. Note that the
final exposure time for the exercise condition was 30 rather than 20 min thus, this data column has a
considerably larger. CT. Reviewing the mean OGFs listed in Table 4 again indicates the first two data
columns (5 and 10 min exposures) may be lower than the 15, 20, and 30 min exposures. A linear
regression analysis of the no exercise data yiekls: OGF=.0339"CT+4.438 with R2=.8821. Even lf the 5
and 10 min data columns are not included R? remains high at .825 indicating there is a good degrae of
correlation between OGF and CT for the no exercise condition. The regression analysis of the exercise
data yiekis: OGF=.0098*CT+8.4439 with R2=.359. Without the 5 min data condition the R? decreases to
.113 which indicates there is very little correiation between CT and OGF for exposures longer than 5
min. As a final consideration, a one way ANOVA of the exercise vs no exercise conditions indicated
there was no significant difference between the two conditions. Again, exercise made no significant
difference in camy-through as indicated by OGF.

69




Table 4

Offgassing Factors? Resulting From
Bare Skin Exposure without Hood

A. No Exercise
Exposure Time (min)

5 10 15 20 20
Sub # (61.9) (126.8) (186.4) (242.3) (279.27)
1 10.11 7.05 11.25 11.04 12.9
2 3.825 11.62 9.315 14.145 15.345
3 9.03 5.88 11.415 9.195 16.365
4 4.305 11.91 8.43 10.62 16.785
Mean OGF: 6.818 9.09 10.103 11.25 15.349
Std Dev: 3.215 3.073 1.467 2.085 1.741

B. With Exercise

Exposure Time (Min)
5 10 15 20 30
Sub # (92.64) (152.43) (197.11) (259.92) (425.5)
1 8.7 10.245 12.75 12.585 11.265
2 7.65 9.15 12.525 11.415 12.585
3 8.19 7.05 - 14.52 10.755
4 7.815 8.82 11.73 12.33 10.83
Mean OGF: . 8.089 8.816 12.335 12.713 11.359

Std Dev: 0.466 1.326 0.536 1.308 0.848

2 Units of Offgassing Factor are mg min m3

CONCLUSIONS

The relation between vapor exposure (CT) and carry-through (OGF) is not very sirong for
exposures exceeding 10 or 15 min. An attempt to estimate exposure knowing only OGF is probably not
practical, however if the time history of the exposure is known such as the relatively short exposure
periods normally encountered during don/dot! exercises, it provides a good indicator of the relative skin
exposure received by processing individuals.
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The occasional large variation in offgassing booth results such as the final 20 min data column in
Table 4 and the 738 and 921 CT data points in Table 1 indicates there may be factors other than
concentration and time that significantly affect the magnitude of OFGB results.

Woearing of any clothing that was directly exposed to vapor into the offgassing booth will have a
significant effect on the magnitude of carry-through as indicated by OGFs.

In general, sweaty skin caused by exercise does not seem to have any significant etfect on
carry-through.
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THE CYCLOADDITION REACTIONS OF SULFONATED DIENES WITH ENAMINES,
YNAMINES, AMIDINES AND THIOFORMAMIDES. NEW ROUTES TOWARDS
HETEROCYCLES.

Albert Padwa, Yves Gareau, Brian Harrison, Bryan H. Norman
Department of Chemistry, Emory University, Atlanta, Ga. 30322
and
Augusto Rodriguez

Department of Chemistry, Clark Atlania University, Atlanta, Ga. 30314

Abstract:

Bis (phenylsulfonyl) dienes were found to react smoothly with a variety of
cnamines and enamine equivalents to give 2+4 cycloadducts in excellent yields.  The
reactivity of 1,3 bis (phenylsulfonyl) 1,3 butadiene was greater than that observed
for 2,3 -bis(phenylsulfonyl) -1,3 -butadiene. The 1,3 isomer can not be isolated and
is genmerated in situ from 1,2,4- tris (phenysulfonyl)-2-butene. In the absence of a
dienophile, the 1,3 isomer dimerizes. The reaction of unactivated enamines with the
2,3 isomer occurs with initial rearrangement to the 1,3 isomer followed by
cycloaddition with the enamine. The reaction of several 4-substituted 1,3-
bis(phenylsulfonyl)butadienes with amindines and thioformamide gave
dihydropyridines and thiopyrans respectively. The 2,3 isomer reacts with an
ynamine at subambient conditions to give a 2+2 cycloadduct. The reaction of the
1,2,4- tris (phenysulfonyl)-2-butene with an ynamine gave 2+4 cycloadducts as did
several 4-substituted 1,3-bis(phenylsulfonyl)butadienes.

Introduction:

Phenylsulfonyl substituted dienes have been shown to be a versatile

substrates for the construction of carbocyclic and heterocyclic rings.1 These dienes
undergo facile Dicls-Alder reactions with both electron deficient and electron rich
dienophiles.  The phenylsulfony]l group enhances chemical reactivity of the diene
and adds control to the regioselectivity of the cycloaddition. Once the cycloadditon is
completed, the phenylsulfonyl group can be removed by reductive methods thus
providing an entry to sulfur free cyclic compounds.
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We have exploited the use of 2,3 bis(phenylsulfonyl)butadiene (1) for the

L. 4
synthesis of pyrrollidinesz, piperidines” and tetrahydropyridines . As pan of our
continuing studies in this area we report the cycloaddition reactions of enamines,
amidines, indoles, ynamines and thioforamides with sulfur substituted dienes.

Results and Discussion:

The reaction of 1-Morpholino-1-cyclohexene (2) with diene 1 gave, after 24

hours, cycloadduct 3 in 61% . The structure of 3 was assigned on the basis of IH-
NMR data. The diastercotopic proton at C4 that is cis with respect to the morpholino
substituent appears as a multiplet at & 2.75-2.92 ppm. The trans proton at C4 appears
as a multiplet at 1.88-2.02 ppm.

, PhSO,
I * N — PhSO;
PhSO, CH, E j N
: ()
3

1 2

The cycloaddition reaction was next investigated with N-Methyl-1,2,3,4-
tetrahydropyridine. Cycloadduct 4 was obtained in 81% after only 8 hours.
Cycloadduct 4 was oxidatively unstable and produced amine 5 when exposed to air for
prolonged periods or when heated in the presence of air.

Phso: cHz PhSO,
PhSO,” cH, T PhSO; N
4

N;(Hy 1..,
' PhSO,
NH
SORD SRS
T PhSO;
6 _ 5
Having established the 2+4 cycloaddition reactions of diene 1 with enamines,

we next investigated the cycloaddition reactions of l,3-bis(phenylsulfonyl)-l,.3-
butadiene (10). Diene 10 was generated using a sequence described in an earlier

communicstion.’ This diene is very rcactive and in the absence of a trapping agent,
dimerizes under the reaction conditions employed in it's generation.

CH, CHy
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The in-situ generation of 10 and subsequent reaction with enamine 2 gave
products in which the morpholine unit had been eliminated. Heating a solution of 9
and 2 in the presence of triethylamine gave 9:1 mixture of tetrahydronaphtalenc 12
(89%) and hexahydronaphtalene 13 (7%). Upon further exposure to heat, 13
climinates phenylsulfinic acid and is converted quantitatively to 12. The formation
of 12 is envisioned as occuring via a cycloaddition process followed by elimination
of phenylsulfinate and morpholine. Hexahydronaphtalene 13 results from the
climination of morpholine followed by a 1,5 H-shift. The reaction of dienc 10 with
the N-Methyl-1,2,3,4-tetrahydropyridine gave sulfonylquinoline 14 in 84% yield .
Quinoline 14 is air sensitive and oxidizes on standing to secondary amine 15.

PhSO, CH, PhO,S
+ —
N N
SO,Ph [ ) 12
(o)
2

PhO,S

()
N

- eHy 13
PhO,S PhO,S NH—CH,
— .
T@N \Q/\/\
|

SO,Ph CH, SO,Ph

10

14 | 15

We next probed the reaction of trisubstituted amidines and indoles as enamine
reagents. The reaction of diene 1 with N,N-dimethyl-N'-benzyl-methanimidamide
required 12 hours of reflux and afforded rearranged dihydropyridine 17 as the sole
reaction product (52%). This product is identical to that obtained from the base
induced reaction of trisulfonyl 9 with 16. We have found that dienc 1 reacts with
indole to form a 2:1 equilibrium mixture of epimeric carbazoles 18a and 18b (61% ).

PhSO, NN o PhS0, N
+ Ik —- \Q
et 2
PhSOZ ¢':u,
SO,Ph
17

1 16

7




SO,Ph
PhSO, ;
+ m—
PhSOZ '|‘
H SO,Ph

18a + 18b (2:1)

=2, 2

Our observations that the 1,3 bis (phenylsulfonyl)1,3-butadiene -enamine
cycloadditions produce carbocyclic rings free of amino functionality, suggested a
broad potential for the preparation of bis (phenylsulfonyl) cyclohexadiene
carbocycles and heterocycles, provided the initial cycloadducts could be prevented
from -undergoing aromatization. To prevent the aromatization, the reactions of
enamine 22, amidine 16 and N,N dimethylthioforamide with 1,3 bis
(phenylsulfonyl)dienes were carried out. These three dienophiles contain ecither a
disubstituted carbon or a heteroatom which blocks the initial cycloadduct from
aromatization. The reaction of 9 with epamine 22 in the presence of tricthylamine
gave cyclohexadiene 23 in 74% yield.

PhSO, PhSO,

I ;;;IO__.

SO,Ph
9 22 23

Heating a benzene solution of diene 24 and enamine 16 for seven days gave

dihydropyridine 25 (83%) along with a minor :amount of the Diels Alder dimer 26
(12%).

Ph Ph
PRS0, 2 "lAPh PhSO, l e
—m -
N * Lr{’ s ' S
SO,Ph CHy SO.Ph '
25
24 16
Ph SO,Ph ‘
Pr%% X0
+
Ph
So,Ph
26
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The cycloaddition reaction of N,N-dimethylthioformamide with diene 24 and 27
affords thiopyrans 28 (84%) and 29 (64%) respectively.

PRS0, 2 S PhSO,
\ . Hln’ L T l H
L 2
S0,Ph Loph
24; R=Ph 28; R=Ph
27;R=iPr 29;R=IPr

The cycloaddition reactions of ynamines with sulfonated dienes have also

been examined. Stirring a solution of 1 with 1- N,N-diethylaminopropyne at -5°C
gave cyclobutenamine 30 in 81% yield The structure of 30 was established via
proton NMR analysis. The diasterotopic protons on the cyclobutene ring appear as
an AB quartet with a coupling constants of J=13.7 Hz.

N
PhSO, CH, Eh . PhSO, CH,
-5°C
X - .
PhSO, CH,
Chy PHSO. NEt,
1 30
We discovered that trisulfone 9 reacts with the ynamine at room temperature

to afford cycloadducts 31 and 33. This mixture could be ecasily separated via flash

E‘\“/a '
PH80, - PhSO, cH, PrSO, CH,
| s * 25° v
NEt, NEt,
cH, $o,Pn '

31 33
B O
1,5-H
Shift T
32

chromatography obtaining 31 in 67% yield and 33 in 21% yield. Attempted
recrystallization of 31 from a warm solution of hexane and methylene chloride
induces a 1,5-Hydrogen shift to give amine 32.
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When the reaction of sulfone 9 and 1- N,N-diethylaminopropyne was conducted with
refluxing benzene, a 3.35:1 mixture of aromatic amine 33 (65%) and 14
cyclohexadiene 34 (19%) was obtained. Adduct 34 could be converted to 33
quantitativly when heating with two equivalents of tricthylamine. If triethylamine
is added to the above reaction prior to reflux (conditions favoring the generation of
diene 10) a 9:1:2 mixture of 33,34 and a product which has undergone the
climination of diethylamine, i. e. bis (phenylsulfonyl) toluene 3§, is obtained.

Et ~n~ Et
Phsoz A phso: CH; P’\SO, cul
I SOPh l l S +
$0,Ph NEY, : NEt,
SO,Ph
CH,
34
9 33
s |
PHSO, cw, PhSO, e, "% CHy
+ +
C : : :NE
NEL, Lo t 50,Pn
33 34 . 35
CONCLUSIONS

In conclusion, we have shown that enamines, indoles, ynamines, amidines
and thioformadines react readily with 2,3-bis(phenylsulfonyl)1,3-butadiecne and it's
1,3 isomer to give cycloadducts in high yield. = We have exploited this chemistry to
prepare  numerous sulfonated carbocyclic and heterocyclic ring systems including:
» cyclohexadines, tetrahydronaphtalenes, quinolines, dihydropyridines, thiopyrans,
tetrahydrocarbazoles and cyclobutenes. We have found that the course of the
cycloaddition reaction and the distribution of products depends on the placement of
the phenylsulfonyl groups in the diene. For example, the reaction of the 2,3 isomer
with indole magnesium salts produces sulfonated allenes while the 1,3 isomer gives
carbazoles. With ynamines, the 2,3 isomer produces 2+2 adducts while the 1,3 isomer
renders 2+4 adducts. The broad potential of enamine bis(phenylsulfonyl)butadiene
cycloaddition process has been demonstrated.
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SYNTHESIS, ISOLATION, CHARACTERIZATION, AND a -ADRENERGIC
ACTIVITIES OF THE OPTICAL ISOMERS OF 4-[1-(1-&APHTHYL)ETHYL]-1H-
IMIDAZOLE

S.S. Hongﬂ P.D. Miller', F.-L. Hsu’, C. Georgeﬂ K.L. Romstedt’, and’
D.R. Feller :

ABSTRACT

Medetomidine (1) is a member of imidazole class of drugs
interacting with a -adrenergic receptors. It has been reported that
the (+)-isomer v:.»f2 medetomidine is more potent in this system.
Recently we have found a naphthalene analog of medetomidine, 4-[1-
(1-naphthyl)ethyl]-1H-imidazole hydrochloride (2), to be highly
potent in this system. The separation of optical isomers of this
naphthalene analog was achieved by using tartaric acid. The optical
purity of the isomers was determined by HPLC using a chiral column.
The (+)-isomer of 2 was converted to (+)-dibenzoyl-D-tartaric acid
salt for X-ray analysis and had the S-configuration. A considerable
difference was noted in the biological activitities between the two
isomers in a - and a,-adrenergic system.

INTRODUCTION

The vast majority of a-adrenergic receptor agonists can be
divided into two main classes, the B-phenethylamines and
imidazolines. Medetomidine (1) was synthesized by Farmos Group
Limited in Finland in 1981. It is one of the most selective and
potent a, -adrenergic agonists known and is currently used in
Scandinavian countries as a veterinary sedative-anaesthetic drug
with analgesic properties.” Human phase 1 studies have recently
been initiated with medetomidine.”'°

The replacement of the 2,3-dimethylphenyl ring system with a
naphthyl ring was initially carried out to see if the receptor
could tolerate the larger group and if this group might confer
increased affinity through enhanced n-rn interactions. The naphthyl
ring system was also chosen because it was present in naphazoline
(3), a potent a-adrenergic agonist.

To determine the stereochemical requirement for binding to the
az-adrenerqgc receptor, the optical isomers of medetomidine were
separated.  Since the d-isomer of medetomidine was more potent than
l-isomer, we tried to separate and evaluate the biological
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activities of (+)-4-[1-(1l-naphthyl)ethyl]imidazole tartaric acid
[S(+)-4] and (-)-4-[1-(1l-naphthyl)ethyl]imidazole tartaric acid
[R(-)-4]. The absolute configurations of S(+)-4 and R(-)-4 were
also determined.

: : Q.
3 &

1 2 3
ci,, ! ;) CO,H cHy M ;) co.H
L (1 B —t—OH . Bl § H-1H
0~ QO T
CO,H C0,H
S-4 R-4

RESULTS AND DISCUSSION

The 4-[1-(1- naphthyl)ethyl]imldazole hydrochroride was synthesized
as shown in Scheme 1.

SCHEME 1
N
Oyt Cl_~ 1) TMS-imidazole ! ;>
OO (c Hs) 0 cuc1
0 "=
2) SOCI 2) dil. HCl

toluene

1-Naphthylaldehyde was treated with MeMgI to give an alcohol
followed by the treatment of thionyl chloride to give the crude
chloro compound. The chloro compound was treated with TMS-imidazole
in the presence of TiCl, to provide the 4-substituted imidazole
which was converted to H{l salt. f

Racemic 4-[1-(1-naphthyl)ethyl]imidazole was separated into the
enantiomers by conversion of the racemate to a mixture of
diasteroisomeric salts using the isomers of tartaric acid and
separating them by fractional crystallization. The salt formed by
addition of (+)-tartaric acid to a solution of the racemic mixture
in methanol (Scheme 2). gave (+)-enantiomer after i4
crystallizations from methanol. Once this enantiomer was separated,
the remaining salt was converted back to the free base by treatment
with sodium hydroxide. This free base was treated with (-)-tartaric
acid and (~)-enantiomer was also isolated through 10
crystallizations.

Another approach to the separation of enantiomers of 2 was a
chromatographic separation using HPLC. The racemic mixture was
separated using an analytical Chiralcel oD" (Diacel) column.
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SCHEME 2

¥
ciy, LD co,H
J& H:t:ml
{+)-tartaric acid O@ Ko H
CO,H
B
CH, o
H i, OH S-4, [alp +56.6
CH,,OH "
: CH, | ‘) Co,H

BT 5§ ®w—-H

(-)-tartaric acid 0@ i 4:08

CO,H

l-‘_&, [a] D -56,0°

(a], +105.2°

Using a mobile phase of hexane/isopropanol 90:10, the first
enantiomer (+ isomer) was eluted at 9.87 min and the other
enantiomer (- isomer) was eluted at 16.69 min (Figure 1). The
optical purity of each enantiomer was determined using the same
conditions described above Chromatograms of the enantiomers are
shown in Figure 2.

To confirm the absolute configuration of the isomeric imidazoles
(+)-4 and (-)-4, X-ray analysis of the tartrate salt of (+)-4 was
first attempted. This salt did not provide suitable crystals for X-
ray analysis; however, suitable crystals for X-ray analysis were
obtained with the (+)-dibenzoyl-D-tartrate salt of (+)-4 (Scheme
2). Based on the known absolute configuration of (+)-dibenzoyl-D-
tartaric acid, with both asymmetric centers having the S absolute
configuration, it was determined that the asymmetric ring junction
between naphthalene and imidazole rings of (+)-4 had the S
configuration as shown in Figure 3. Thus, the (-)-isomer should
have the R confiquration.

Medetomidine (1) and anlog 2 have been evaluated for comparative
activities on a,- and a -adrenergic receptors in rat aorta and human
platelets, respectively (Table 1). The enantiomers of 2 [S(+)-4 and
R(-)-4] have been evaluated for their a,-adrenergic activities in
humen platelets and compared to that’ for the enantiomers of
medetomidine (Table 2) and also evaluated for a« - and a,-adrenergic
functional activities in guinea pig ileum preparations (Table 3).
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FIGURE 3

TABLE 1
Rat Aorta (ay) . Human Platelets (aj)
Potency Potency
Compound PECgq * SEM® Maxima (%)P Ratie€ pPICso + smd Ratio®
Medetoaidine 6.51 0,006 (4) 42%7 1.0 5.48%0.20 (4) 1.0
1
2 6.67 + 0.141 (4) 27%3 1.4 5.47%0.07 (4) 0.97

‘pzcso = -log ECgq vhere ECgg s equal to the moler concentration of
compound vhich produces 50% of maximum response. bDate are expressed
as the percent maximal anslog response relative to phenylephrine
(1008). Potency ratio = ECgg(medetomidine)/ECgg(analog). %pICg, =
-log ICgq where ICgq is squal to the molsr concentretion of compound
vhich inhibits the response of epinephrine-induced eggregation by 50%.
Inhibitor vas added 1 win prior to epinephrine (10 ¢M) in human
platelet-rich plasms. Aspirin (1 sM) vas included for determination
of primary vave aggregstion. ®Potency ratio = 1Cgg(medetomidine)/

ICgg(analoeg). fyalues in parantheses indicate the number of
experiments (n).
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TABLE 2

Platelets (a,)

Compound pIC,, ¢ SEM"

2 5.27 ¢ 0.22 (6)°
S(+)-4 5.21 ¢ 0.32 (5)
R(-)-4 . 6.04 ¢ 0.20 (5)

(+)-Medetomidine 5.65 t 0.12 (5)
(-)-Medetomidine 5.44 ¢ 0.07 (5)

‘pIC,, » -log IC, where IC,, is equal to the molar concentration
of compound which inhibnu the response by 50%. Inhibitors
were added 1 min prior to epinephrine (10 uM) in human
platelet-rich plasma. Aspirin (1 mM) was included for
determination of primary wave aggregation.

alues in parenthesis indicate the number of experiments (n).

TABLE 3
Ileum (al) Ilewm (02)

Compound ECsp (nM)*® Epax (WP ECgp (ni)® Egax (WP
2 15982 24 9 3
R(-)-4 10814 25 e ¢
S(+)-4 10635 50 1n 84
Oxymetazoline 2028 55 v 125 87
Phenylephrine 11788 88 62940 . 62

‘Ecso iz the concentration vhich produces 50% of maxisum response.

a) -Receptor efficacy vas determined in isolated guines pig ilewm

(contractile response) using (-)-epinephrine as a control. a4-Receptor
efficacy vas studied in fleld-stimulated guinea pig ilemm -«5.1 (supra-maximal

voltage, 0.1 Hz, 0.5 msec) using UK-14304 as a control.
SNo activity up to 100 uN.




CONCLUSIONS

The replacement of the dimethylphenyl group of medetomidine (1)
with a naphthalene ring, as in analog 2, did not diminish a-
adrenergic activity while leading to a loss of a -adrenergic
activity. The enantiomers of compound 2 were separated using
fractional «crystallization and enantlomeric purities were
determined using an analytical Chiralcel oD" HPLC column. The
absolute configuration of S(+)-4 was determined by X-ray
crystallography. From functional assays using guinea pig ileum, R(-
)-4 exhibited no intrinsic activity, whereas S(+)-4 showed enhanced
a,-agonist activity as compared to the racemic 2.
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a,~ADRENERGIC ACTIVITY OF NEW SERIES OF ANALOGS
OF 4-[1-(1-NAPHTHYL)ETHYL]-1H-IMIDAZOLE

K. Matsumoto ¢ S.8; Hong  F.-L. Hsu' : K.L. Romstedt’ . D.R. Feller '
and D.D. Miller'. The Ohio State University, College of Pharmacy,
Columbus, OH 43210 and 'U.S. Army Chemical Research, Development
and Engineering Center, Aberdeen Proving Ground, MD 21010-5423

ABSTRACT

Due to the potent a,-adrenergic activity of 4-[1-(l-naphthyl)
ethyl]-1H~imidazole (1), an analog of medetomidine (2), we have
initiated a structure-activity relationship study of this compound.
The study includes replacement of the methyl group with hydrogen,
hydroxy, methoxy, carbonyl or trifluoromethyl group and the
attempted synthesis of an analog with an indole nucleus instead of
the naphthalene ring. In another synthetic effort, some
conformationally restrained analogs of medetomidine were prepared.
These analogs are tetralin derivatives with a 4-substituted
imidazole ring attached at the C-1 position of tetralin. The
synthesis of the analogs and their preliminary a,-adrenergic
activity will be discussed.

INTRODUCTION

There are reported to be two major chemical classes of
a-adrenergic agonists, phenethanolamines and imidazolines.
Recently, it has been reported that medetomidine (2), a member of
a new class of 1midazole analogs, is a selective and potent agonist
of a-adrenoceptors In the course of our work investigating
imidazole analogs, we have found the naphthalene analog (1) has

a,-adrenergic agonist activity similar to medetomidine’.

| }) ¥,
99
(1) Hedetemidine (2)
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This discovery led us to an extensive structure-activity
relationship study of the compound to provide a better
understanding of the structural requirements of 4-substituted
imidazole analogs for a-adrenergic activity.

RESULTS and DISCUSSINOS

The initial program focused on the replacement of the methyl
group of (1) at the benzylic carbon with other functional groups
such as hydrogen, hydroxy, methoxy, carbonyl or trifluoromethyl.

Readily available 4-(hydroxymethyl)-1H-imidazole was used as
starting material for the synthesis of the hydrogen analog (3).
The alcohol was converted to an aldehyde’, which was coupled with
naphthylmagnesium bromide to afford the corresponding secondary
alcohol. Removal of the hydroxy and triphenylmethyl groups was
effected simultaneously by treatment with triethylsilane in the

presence of trifluoroacetic acid' to give the analog (3). The:

hydroxy (4), methoxy (5) and carbonyl (6) analogs were synthesized
from the secondary alcohol obtained in the synthesis of (3) as
outlined in Scheme 2.

SCHEME 1
1) Phyccl, Etye O fasc
m N 2) #no uJLE' 94
’\E? 2% 1y X
H 501 T, e
(rh,
|:> 1) Ety31H, CF4C008 L2
R~y pna “KCl

YY) > R

(3

SCHEME 2

1) so€l; B
2)m
° ,) 1) 20 uel
n(unn,
* (COOH)9
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The synthesis of trifluoromethyl analog (7) was initially
attempted utilizing a trifluoromethyl anion reagent5 as shown in
Scheme 3. However, difficulty was encountered in the removal of
hydroxy group of the resulting compound. A variety of synthetic
reactions are presently being investigated toward the target (7).

SCHEME 3
fPhy e, _
0 = X 0@ -
'luclm M
;;c' l€1m1

94

(8

a-Adrenergic activity of the synthesized analogs were compared
with the parent compound (1) as shown in Table 1. The hydrogen
analog (3) is 3-fold more potent than the parent compound (1).
The other polar analogs did not exhibit potent activity.

TABLE 1

Inhibitory Effect of the Analogs on Epinephrine-induced
Human Platelet Aggregation (a,-adrenergic activity)

NH
el p
R N
99

Compound R R pIC,, ¢ SEM
(n CH, H 5.27 & 0.22 [n=6)
(3 H H 5.62 t 0,22 [n=3]
(4) OH H 4.31 t 0.21 [n=3]
(%) OCH, K 3.55 t 0.07 [n=3)
{6) o= 3.96 2 0.40 [n=3]
{8) | cr, o —at

a. No activity at 300 umM.
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_ In an investigation of the structural requirements of the
naphthalene portion of (1), the synthesis of the indole analog (9)
was attempted in a similar manner (Scheme 4), and has been
partially completed.

SCHEME 4

1) n-buld, 1y

1
2) LDA, PMSO,CL A
R —= 0 —
éo?

CPh,
LY "
1,¢ ’u') ",cm ,',)
N H < I\
L] |
H S0,k

In another program, our efforts were directed toward the
design and synthesis of conformationally restrained analogs of (1)
such as the tetralin derivative (10). Preliminary conformational
analysis of the naphthalene analog (1) using SYBYL (Tripos)
suggests that the C-C bonds between the naphthalene and imidazole
rings do not possess free rotation. One of the most stable
conformers as predicted by the analysis was similar to the crystal
structure of (1) as determined by x—ray ‘analysis.

Conformer 475 X-Ray Structure
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Several rigid compounds, that have analogous 3-dimensional
structures to the stable conformers, were designed to examine
-~adrenergic activity. The first target, a tetralin derivative
(10), was synthesized as shown in Scheme 5. Due to the quaternary
carbon, we chose a different synthetic approach that includes
cyclization of the imidazole ring. However, its activity was
decreased relative to the naphthalene analog (1) on a,-adrenoceptor
of guinea pig ileum.

SCHEME 5
0 1) TMSCH, 21, €2 1) L-Selectride HyC 1) wr
2) rocl, 2) Mol 2) K
T )
™
0 0
1) HyNCRD
H,C
’ s by Hie 3 8r z) el
——
mzclz
(10)
TABLE 2

Comparison of Adrenmergic Activities of the Naphthalene and Tetrallin mlou'

« ay

1

K, ()*  gc,, (m)® Baur (W° K ()t Ec (m)® Eg,, (W)€

N0 15982 2% 17 9 n

NH
12
R

.jc1 10200 >10000 0 869 1765 - 70

‘ul-lccoptor competition studies vere performned using 0.2 nM [’H]-prazosin

in rat frontal cortical homogenates (prasosin competition as a control)
a,-Receptor studies utilized 2.0 nM [’H)-rauvolscine in rat frontal cortical

I\o-ogmt.n (yohimbine competition as s control). Phentolamine (10 pM) vas used

in each assay to determine the level of non-specific binding. Each ssssy vas

validated as to receptor specificity using kpewvn adrenergic sgents.

'!(:S° is the concentration vhich preduces 50% of maximum response.
‘ul-hccptor officacy vas datarmined in izolated guinee pig ileum

(contractils response) using (-)-spinsphrine as a control. a,-Recsptor
officacy was studied in fleld-stimulated guinea pig ileum sodal (supra-msximsl
voltage, 0.1 Hz, 0.5 msec) using UK-14304 a2 a comtrol.
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CONCLUSIONS

A variety of functional groups were introduced at the carbon
between the naphthalene and imidazole rings of the compound (1) for
a study of this structure-activity relationships. The hydrogen
analog (3) was 3-fold more potent than the parent compound (1) in
human platelets (a,,—adrenoceptor).

Several conformationally restrained compounds were designed
based on the results of preliminary conformational analysis of the
naphthalene analog (l1). The first target, the tetralin analog
(10), was synthesized and assayed for adrenergic activities.
Although the a-adrenergic activities of the compound are less than
those of the naphthalene analog (1), we are planning the other
*investigation of several members of this class of compounds.
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NOVEL REACTIONS OF THE S-S AND C-S BONDS

S. Munavallil, D. I. Rossman2» D. K. Rohrbaugh?
and C. P. Ferguson2

1Geo-Centers Inc., Ft Washington, MD 20744 and 2US Army, Chemical
Research Development and Engineering Center, Aberdeen Proving Ground,
MD 21010

Abstract: Evidence presented suggests that the cleavage of organic di-
and trisulfides, which occur widely in nature, may proceed via a free
radical process. Our recent interest in the chemistry of these sulfur
compounds has led us to: (1) the development of a versatile reagent,
trifluoromethylthiocopper, for the introduction of the trifluoromethylthio
functionality into organic compounds and (2) the e¢xamination of the
nature and mechanism of the scission of the S-S and C-S bonds by
organolithium reagents. This paper describes our recent results.

Introduction: Ubiquitously occurring di- and trisulfides! have attracted
considerable attention, for they determine the tertiary structure of

proteins2, take part in -energy transfer processes3 and are used in
industrial applications, namely polymerization and vulcanization of

rubber.4 The importance and usefulness of the di- and trisulfides rest
primarily on the presence and reactivity of the S-S bond, the heterolytic
reactions of which are well recognized.5 In contrast, the homolytic
scission of the S-S bond is not as readily accepted. The homolysis can be
achieved under photolytic6 thermal? electolytic8 or radiolytic8 conditions.
Since the C-S bond of the disulfide is about 5~10 kcal per mole stronger

than the S-S bond,? the cleavage generally occurs at the S-S bond.9 It
should, however, be pointed out that two examples have been cited where
the C-S bond fission has been found to occur more readily than the S-S

bond.10 The free radicals formed in the above examples are more stable
than those formed in the present case.

In contrast to the disulfides, the S-S bond of the tetrasulfides appears to
undergo facile thermolysis.112-b  Flash photolysis of t-butyl tetrasulfide

produces peérthiyl radicals!1b, rather than the thiyl and sulfuranly
radicals. This observation has led to the conclusion that the polysulfide

radicals Re(n22) are considerably more stable than the thiyl radicals.llc¢

- This inference has been further substantiated by molecular orbital




calculations11d, by the chemical reactivity of the perthiyl radicals!1¢ and
the concept of a three-electron bond between the terminal sulfur

“atoms.l1le

Surprisingly, there has been no definitive study of the scission of the S-S
bond of the trisulfides.12a-C In principle, the homolysis of the S-S bond
of the trisulfides should occur more readily than that of the disuifides and
should furnish thiyl and perthiyl radicals. This assumption is indirectly
supported by the observation that photolyis of dimethyl trisulfide yielded
a mixture of di-, tri-, and tt’,trasulfide_s.12d Since the photolysis of a
mixture of ethyl trisulfides and n-propyl trisulfide gave only one product,
namely ethyl n-propyl trisulfide, a free radical process involving the
central S atom has been postulated.}2¢ However, the results of the
experiments with labeled S atoms have contradicted the involvement of

the central S-atom.!2f

An on-going project in our laboratory required the introduction of the
trifluoromethylthio moiety (1) into various organic molecules. The first

mention of this group was in an obscure French patent.132  However,
Haszeldine and co-workers were the first to synthesize
bis(trifluoromethylthio) mercury (2).13b  Mutteritis et al developed the
method for the first large scale preparation of 2.13c  The first report of
trifluoromethylthiocopper (3) was its in situ preparation.13° However, a
recent synthesis of 3 has been published.13d  Qur repeated attempts to
prepare 3 according to the published procedure!3d failed. In- 1988 we
developed a procedure for the synthesis of 3 in a pure crystalline
form.142  Compound 3 is an excellent precursor of trifluoromethylthiyl
radicals.14a-b

Since the reaction of organolithium and Grignard reagents with disulfides
has been reported to result in the cleavage of the S-S bond!3, we decided
to explore the reaction of organolithium reagents with bis(trifluoromethyl)
di- (4) and trisulfides (5) with a view to introduce 1 into organic

compounds. Recently we have developed an improved synthesis of 5.16
This communication describes the results of the reaction of: (1) 3 with
mono-, di- and trisulfides (Table 1), (2) 4 and § with various
organolithium reagents (Tables 2 and 3) and (3) the nature and
mechanism of the scission of the S-S and C-S bonds.
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Discussion: Table 1 describes the products of the reaction of the
trifluoromethylthiocopper with alkyl mono-, di- and trisulfides. The
characterization of the mixed di- and trisulfides clearly indicates that the
thiyl radical generated in situ from the copper reagent causes the cleavage
of the S-S and C-S bonds. From the mechanistic point of view, two
possible pathways: (a) a stepwise free radical process (Scheme 1a) and (b)
a synchronous attack (Scheme 1b) can be envisaged. The stepwise free
radical process takes into account the susceptibility of the weak S-S bond
to radical attack.182 However, products corresponding to Steps 5 and 6
are not observed. The second pathway incorporates a synchronous attack
on sulfur to give an intermediate radical, which then collapses to yield the
mixed momo-, di- and trisulfides.  Haszeldine and coworkers have
proposed a similar synchronous attack to rationize the formation of

methyl trifluoromethyl sulfide.18b

Based on the bond dissociation energies (BDE) of the oxygen-oxygen ,
carbon-carbon and sulfur-sulfur bonds, it appears that the BDE of the
disulfide is almost half-way between the BDE required to cleave the O-O
and the C-C bond (Table 4). It is in the neighborhood of 60-70
kcal/mole.19f However, the BDE of the S-S bond of the alkyl trisulfide is
45 kcal/melel9f about half-way between the' alkyl di- and tetrasulfides.
The BDE of 4 has been reported to be 53 kcal/mole.19d  The
corresponding values of § and bis (trifluoromethyl) tetrasulfide 6 are not
known. Using the above reasoning, the BDE values of 5 and 6 must be
considerably lower than that of 4. If this is true, then the S-S bond of §
and 6 must be more readily cleaved than that of 4. In the light of the
above inference, it is not surprising that organolithium reagents bring
about a scission of the S-S bond of 4 and § at -78 °C. The results
presented in Tables 2 and 3 can be rationalized on the basis of a single
electron transfer (SET) process, which has been advanced as a general
mode of reaction of alkyllithiums with organic substrates.20 Also,
compelling evidence for the involvement of the free radical intermediates
in the reactions of organolithium reagents has been presented.20c-d
Recently, Ashby has convincingly demonstrated the wide applicability of
the SET pathway to organic reactions.20€ With the aid of the SET process,
the formation of products listed in Tables 2 and 3 can be conviently
rationalized. '

The SET process outlined in Schemes 2 and 3 is initiated by the transfer of
an electron from the nucleophile to sulfur atoms of the substrates, which
are highly susceptible to radical attack. The radical anion thus formed in




Table 1: Reaction of CF;5Cu with mono-, di- and trisulfides.
R CSF2 CS2 | CF3SSR | CF3SSSR | RSC(0O)SR
1 CeHs 73.8%
2 C2Hs 1.2% 9.0% 21.0%
3 n-CaHy | 04% 13.5% 0.3%
4 i-C3H7p 2.1%
5 n-C4Ho 0.9% - 29.5%
6 i-CqHo | 48%
7 s-C4Hy - 6.8%
8 t-C4Ho 1.2% 1.5% 1.6%
b t-C4Hg 17.2%"
10¢ n-C4Ho 6.9% 0.2%

2 The yields are calculated from the GC/MS data and are not optimized.
Starting materials constituted the rest of the products.

b Reaction with trisulfide.
¢ Reaction with sulfide,

Table 2: F3CSSCF, + R.-Li ————» Products

R F3CSBu! |F3CSSBut |F3CSS-  |tBus.
CsHyp |CsH1)
tBy 35% 32.6% [19.39% [13.07%
NBy F4CSBu" | F;CSSBun | F3CSS- | CgHysg
CsHg
84.8% 1.00% 0.6% 13.56%
CeHs CeHsS- | CgHsSS- JCgHsS- | CeHsS- [ CgHs- CeHs- CgHs-
CF3 CF3 CgHs C2Hs CaHs C4Hg CgHs
71.57% |1.31% 2.77% 1.63% 7.35% 1.64% 13.56%

*This definitely arises from the solvent used.
**This may come from disproportionation reactions and/ or the
impurities present in the alkyllithium reagent.
***From the dimerization of the butyl radical or phenyl radical.
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Table 3: Distribution of Products Formed from the Reaction of Bis-
(trifluoromethyl) trisulfide with Organolithium Reagents..*
CF3SSSCFy + RLi— CF3SSSR + CF3SSR + CF3SR +
RSSR + RSR + R-R*
R CSFp CF}SSSR CF3SSR |CF3SR |RSSR |RSR R-R
CHj3 0.5% 6.3% 0.7% :
n-C4Hg 0.1% 1.5% 15.5% 7.3% 3.9% 48.4% |8.1%
s-C4Hg 1.9% 4.2% 0.7% 4.5%
t-C4Hg 28.0% 35.0% 17.0% |11.0%
Me3SiCH?2 3.4% 21.3% 1.4% 2.1%
CeHs 7.1% 10.1% 10.4%

*In view of the high toxicity of the trisulfide, extreme care and caution should be

exercised in working with these compounds.
have not been optimized.

materials constitute the remaining substances.

with LDA.

The yields are from the GC/MS data and
Starting material and trace amounts of as yet unidentified

Similar results have been obtained

*#(CH3)3SiC(S)SCF3 has “also been identified as a by product of this reaction.

Table 4: Bond Dissociation Energies.

Bond

BDE Bond
kcal/molejlength
(A)

00 3519a -
cC g119a 1.5419a
RS-SR 60-7019b-c | 2.0419a
CF3S-SCF3 | 5319d 2.0319¢
CH3SS-SCH3 | 4519f -
CF385-SCF3 - 2.06198
RSS-SSR 1419h -
CF35S-SCF3 - 1.8419¢
CF358S-CF3 - 1.8519¢g
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F30$Cu — F3Cé + éu 1
F,C5 + RSSR —> [F;CSS(R)SR] 2
[ FsCSS(R)SRY —» F,CSSR + $R 3
[F30$S(R)SR]' — Facéw R+ SSR 4
F,C$ + SSR —~ F,CSSSR
FCS + R — F,CSR 6
28R —» RSSR 7
2R —» R-R 8

Scheme 1a

FiCS + RSSR — R\‘s---s\ — F,CSSR+S$R
FcS R

Scheme 1b
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CF3SSCF, + 1-8ull
[(CFySSCFy )™
CFySS8 + 1By
[CF,SS(-Bu)
(-Bu)SS + t-By '

[CF3SS(1-Bu)) '+ CFySSCFy——e

[(CF,SSCF)™s 1-B4
CFy8 + 180
-8y + CF,8

[CF38(-Bu)] "¢ CFy8SCFy ——

. L]
(CF3SSCF,f. 1-Bu . U

—~—= CF,S§ + CF,

——

—

So——

A

Cr———

Fr—

[CF,85(1BL))
(1-Bu)SS + CF,
{(t-Bu)SS(1-Bu))
[CF3SS(1-Bu)] + [(CF4SSCFyI™
ICFy8 . 1-Bu] + CF,8
CF,5(1-Bu)
(CFyS(t-Bu)]
CF3S(1-Bu) + [(CFySSCFy)

. = CoH 1o
2 -8y —
o 04“ 10 ¢ C.H »
Scheme 2
CF)SSSCF) + RLi ————  [(CFSSSCF+ R+ L1")
(CFySSSCFy ——— CF;588 ¢+ CFy
CFySSS + R e CF)SSSR
CFySSSR + RLI ——— ((CRySSSRs R+ LU")
('q-,sssgi —  R$$$+CH
RSSS ¢ R —* RSSSR
(CFySSSCFy' — TS + $CFy
orsde ik — RSt
CF,SSR + RU ———  [(CF$SRI¢ R+ Li"]
(CF3SSR) — i
s X1 ] —e  RSCR
(RSSCFy)' + CPySSSCFy —  RSSCF) + (CF3SSSCFy)’
(RSSCFy’ —— RS§+CRy
RSS + e RSSR
(Rs5CFy — R$+ich
RS +k -_— RRR
2k — R&
L +Cxy ——  [LiCFy] — polymet

Scheme

3
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Step 1 fragments and generates a radical and a CF3 anion. There is
precedent for this type of cleavagc.zla The formation of mixed radicals
anions as indicated in Step 3 of Scheme 2' and in Steps 5 and 10 of Scheme
3 has precedents as well.2Ib  The formation of the dimerized products is
regarded as a strong confirmation of the oresence of free radicals. The
fate of LiCF3 has been described earliar.21¢ The proposed Schemes 2 and
3 derive their strength and support from the following observations: (1)
Many substitiution reactions on sulfur have been suggested to occur via a
cascade of addition-elimination reactions.21d (2) There are precedents
for electron sharing by radicals and' nucleophiles with sulfur singly
bonded to carbon.2le-f (3) The SET pathway has been suggested as the

preferred course even in the case of sterically hindered systems.21g-h
(4)  The formation of thiyl, perthiyl and sulfuranyl radicals has been
invoked to rationalize the products formed from the thermolysis of the

trisulfide.2 11

EXPERIMENTAL

Warning! Because of the high toxicity associated with bis
(trifluoromethyl) disulfide, extreme care should be exercised in working
with these compounds. The Mass spectra were recorded on a Finnigen
Model 5100 GC/MS equipped with a silica 25m x 0.31 mm (i.d.) SE-54
capillary column (J & W Scientific, Rancho Cordova, CA). Routine GC
separations were accomplished with a Hewlett Packard 5890A gas
chromatograph equipped with a 30 m x!0.53 mm (i.d.) column (J & W
Scientific, Folsom, CA). The solvents were dried and freshly distilled prior
to use. The reactions were carried out in a flame-dried, argon purged
three-neck flask equipped with a magnetic stirrer, gas inlet tube, and a
reflux condenser attached to a dry ice/acetone cooled trap.  The
temperature of the coolant circulating through the condenser was kept at
-20°. The synthesis of 3 and its reaction with phenyl disulfide are
described in detail. The remaining reactions were carried out in a similar
manner. Table 1 describes the reactions and products that have been

identified. The reactions of 4 and § with organolithium reagents were

carried out by adding the latter in a 1:1 molar ratio to the former cooled
to -78 °C. The reactions were terminated by adding moist ether and a
saturated solution of ammonium chloride, followed by extraction of the
products with ether. After drying over anhydrous sodium sulfate, the
solvent was evaporated under reduced pressure and the residue flash
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distilled and analyzed by GC/MS. Tables 2 and 3 list the various products
that have been characterized by their mass spectral data.

Triftuoromethylthiocopper

Freshly distilled dry acetonitrile (50 mL) and freshly activated
copper powder (7.6 g, 0.13 gm-atoms) were placed in a flame-dried, argon
gas purged 100 mL three neck flask equipped with gas inlet tube, reflux
condenser attached to a dry ice/acetone cooled condenser with an argon
gas/vacuum inlet. After cooling the reaction flask to -78° the system was
evacuated to 90 mm and bis(trifluoromethyl) disulfide (16 g, 0.08 moles)
was sparged into the stirred flask. After stirring at -78° for 1/2 hr the
reaction mixture was allowed to warm to ambient temperature and then
heated at 55-60° for 14-16 hr. During the course of the reaction, the
copper metal dissolved to give a clear solution. Under an argon
atmosphere, the reaction solution was concentrated under reduced
pressure and the concentrate cooled overnight (refrigerator) to give 12 g.
of a white solid. Overnight drying under vacuum gave a product which
was shown to be a 1 : 1 trifluoromethylthiocopper : acetonitrile adduct
(GC/MS), m.p. 184-186 °C(decomp.). Stored over P205 at ambient
temperature, the material is stable for several months without significant

‘"decomposition (a year old sample was used in the reactions described in

Table 1). MS : 102(F3CSH); 82(CSF2); 69(CF3); 63(FCS); 44(CS); 41(CH3CN);
42(CH3CNH);40(CH2CN); 39(CHCN); 38(CCN) and 33(SH). The peak m/e =
42 is due to the protonization of CH3CN and is usually observed if the
concentration of CH3CN is relatively high.

Phenyl trifluoromethyl disulfide

A mixture of trifluoromethylthiocopper (1.03 g, 5 mmol.) and phenyl
disulfide (1.09 g, 5 mmol.) in 2 mL of dry acetonitrile was stirred at 80-
85° for six hours. The flash distillate of the reaction mixture, consisted of
74% phenyl trifluoromethyl disulfide, and 26% starting disulfide.
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UNUSUAL REACTIONS OF DI- AND TRISULFIDES
WITH GRIGNARD REAGENTS

S. Munavalli? and D. I. RossmanPs D. K. RohrbaughP
and C. P. Fergusonb

(a) Geo-Centers, Inc., Ft. Washington, MD 20744 (b) U.S. Army
Chemical Research Development and Engineering Center,
Aberdeen Proving Ground, MD 21010

Abstract: The S-S bond of naturally occurring di- and polysulfides is of
paramount importance to many biological reactions taking place in living
systems. Hence, the chemistry of the S-S bond has attracted considerable
attention. It is known that Grignard reagents cause the scission of the
S-S bond. To further explore the nature and mechanism of the cleavage
of the S-S bond by Grignard reagents, we have investigated this reaction.
This paper describes the results of the reaction of Grignard reagents with
bis(trifluoromethyl) di- and trisulfides and the possible mechanism of
the scission of the S-S and C-S bonds.

Introduction: Organic sulfides occur widely in nature and play a
prominent part in physiological processes. Hence, the chemistry of the
di- and polysulfides- has attracted considerable :attention . and..interest,
The sulfur-sulfur bond of proteins not only determines their tertiary
structure but also controls biochemical reactions catalyzed by enzymes
through its reduction and re-oxidation. The scission of the S-S bond and
its chemical consequences have been discussed in detail.] The reactions
attacking the sulfur atom are not one-step reactions but rather are a
cascade of reactions with sulfur enlarging its electronic octet.2
Disulfides have been shown to undergo facile photolysis in the presence
trialkyl boranes to furnish alkyl- and aryl sulfides3:4 and in one case the
methylthiyl radical thus formed reacted with the solvent used in the
reaction.5 Grignard reagents couple with vinylic sulfides in the presence

of nickel triphenylphosphine to give alkenes/coupled products.5,6
Mercapto-de-metallation has been reported to occur when Grignard
reagents are reacted with sulfides in the presence of transition metal

catalysts.7a-d  Disulfides also react with Grignard reagents to give

sulfides.8a-b  Primary alkylmagnesium halides have been observed to
react thermally with di-t-butyl disulfides, while t-butylmagnesium

chloride, under similar conditions, did not reac_t.80 Normal addition of
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|
phenylmagnesium bromide to 2,2-thiepyl- and di-p-tolyl disulfides
yielded phenyl-3-thienyl- and phenyl-p-tolyl sulfides rcspcctiveiy.gd :
In contrast, the C-S bond has been described as "relatively resistant” and
its fission reletively infrcqucnt.9a‘b Two exceptions to this general rule
have been observed.9¢-d However, what these authors failed to mention
is the fact that the free radicals thus formed, by their very nature, are
expected to exhibit greater stability. |

Not many methods are available for the synthisis of unsymmetrical di-
and trisulfides. Photolysis of a mixture of two different symmetrical
disulfides has been shown to furnish a mixed disulfide.8¢,10a The
formation of unsymmetrical disulfides via thiyl radical displacement has
been observed.10b  Barton and coworkers have recently developed and
described a versatile reaction using N{-hydroxypyridine-Z-thione esters
to decarboxylate carboxylic acids and deoxygenate tertiary alcohols.11a-c
The formation of di- and tetrsulfides on irradiation of dimethyl trisulfide
has been reported.lza‘b Also, a photochemical exchange between
dimethy- and di-n-propyl trisulfides furnished a single trisulfide, namely
methyl n-propyl trisulfide.12¢  This led to the postulation of the
involvement of the central S-atom in thejreaction. However, experiments
with labeled central S-atom have contradicted the above inference.] 24
As a consequence, the mechanism of the homolysis of the trisulfide
remains as yet undefined.l, 9¢, 13a-b  Tetrasulfides, on the other hand,
undergo facile homolysis as compared to the di- and trisulfides to
generate more stable perthiyl radicals.9¢-d,13¢  There are not many
examples of the simultaneous scission of both S-S and C-S bonds by
Grignard reagents at -78 °C. This paper presents the unusual formation
of unsymmetrical di- and trisulfides and the mechanism of the cleavage
of the S-S and C-S bonds by Grignard reagents.

Discussion: Recently an improved mecthod of synthesis of
bis(trifluoromethyl) trisulfide (1) has been described.142 In continuation of
our interest in the chemistry of di- and: polysulfides containing the CF3
functionalityl4b  the reaction of Grignard Reagents with 1 and
bis(trifluoromethyl) disulfide (2) at -78°C has now been investigated.
Tables 1 and 2 describe the results. Under similar conditions dialkyl
disulfides remained unreacted and were recovered as such.

Polar, free radical and single electron transfer (SET) mechanisms have
been advanced to explain and rationalize: the products formed during the

110




reaction of Grignard reagents.15 Direct ESR evidence of a SH2 reaction at
the site of the magnesium atom of the Grignard reagent has come from
the result of irradiation. of a mixture of t-butylmagnesium chloride and
t-butyl disulfide.16  The involvement of alkyl radicals in the reaction of

alkyl halides with magnesium has been observed.l3b-¢,16 In a series of
elegant papers, Ashby and coworkers have documented evidence for the

participation of the SET process in the Grignard reaction.l3d-e

Based on the results described in Tables 1 and 2 the reaction of Grignard
reagents with 1 and 2 appears to be highly complex, particularly in
comparison with the reaction of organolithium reagents with the same
substratesl7. This inference is supported by the fact that the mechanism
of the Grignard reaction depends on the nature of the Grignard

reagents.13¢-f In addition, an extensive study of the solvent effects on
the course of the reaction has demonstrated the immediate formation of

the radical anion (R+¥) via the SET pathway.15e Schemes 1 and 2
describe the free radical process taking place during the reaction of 1
and 2 with Grignard reagents. The initial step begins with the cleavage
of the S-S bond by the alkyl moiety of the Grignard reagents. The
characterization of the mixed sulfides, namely RSCF3 and RSSCF3 from 2
and 1, confirms this contention. The identificaiion of unsymmetrical di-
and trisulfides, RSSCF3 and RSSSCF3 from the reaction of 2 and 1 with
Grignard reagents, clearly suggests the scission of the C-S bond of the
substrates and the formation of the thiyl and perthiyl radicals. The
fission of the t-butyl methyl ether, used as a solvent in the preparation
of ethylmagnesium bromide, into t-butyl and methyl radicals has been
deduced from the products listed in Table 1. There are precedents for
the reaction of Grignard reagents with solvents.18a-b  Halogen exchange
reaction observed in the reaction of 1 with ethylmagnesium bromide and

t-butylmagnesium bromide and chloride has precedents as well.18¢-¢

The SET process for the substrates is described in Schemes 3 and 4. The
initial step in the SET mechanism is the transfer of an electron from the
Grignard reagent to 1 and 2 to form the radical cation/radical anion pair
which subsequently collapses to propagate the reaction sequence
described in Schemes 3 and 4. The formation of the dimerized products
confirms the participation of free radicals in these reactions. The SET
pathway is helpful in explaining the formation of many of the products.
However, the free radical process appears to be decidedly more useful in
rationalizing the origin of the products listed in Tables 1 and 2. Since
mono-, di- and trisulfides containing the alkyl moieties derived from the




Table 1 Products of the reaction of Grignard reagents with bis-
(trifluoromethyl) disulfide. ‘

F3CSSCF3 + RMgX — Products

R=CzHs(a) | CSF2 F3CSR | F3CSC4Hg | C4H9SCy CgHig
1.02% | 15.9% 37.5% ‘| 10.8%Hg 34.6%
R=CH(CH3)2 | CSF2 | 40.4% F3CSSR |F3CSC3H7-n|i-Prop.SCl1| 12.9%
(b) 2.2% 10.7% 2.3% 17.4%
R=n-C4Hg9 [|F3CSR RSR RSCsH11 | F3CSSCsH11 | F3CSSCsHg | CgHig
(c) 72.5% | 3.1% | 4.6% 4.5% 7.5% 7.6%
PhMgBr Ch CF3SCgHs | CF3SSCgH || CeHs-CgHs :
(d) 4,8% |88.5% 5 2.7%
4.0%

(a) X=Br, solvent= t-BuOMe; (b) X=Cl, Solvent= Et20;
(c) X=Cl,Solvent= Et20; (d) X=Br, solvent=THF

Table 2 Products of the reaction of Grji'ghard reagents with bis-
(trifluoromethyl) trisulfide.

CF3SSSCF3 . RMgX : Products
|r=C2Hs CSFp CF3SSSR CFiSSR CF3SR | RSCOF
3.1% 3.5% 27.5% . 3.0%
CF3SCOOR RSCSBr CF383C4H9.,; CgHis RSR
1.3% 0.7% 3.1% 7.4% 3.2%
R=C3H7-i CSFy CF3SSSR CF3SSR CF3SR  |RSSR
0.9% 23.5% 8.9% . 10.3%
RSR RSC4Hg CF$S3C4H9.1 (CF35SS)2
35.5% 2.6% 5.8% 12.9%
R=C4Hg-t CF3SSR CF3SR . IRSR CF4SCl | CF3SSCsHg
35.05 6.7% 28.6% 129%  10.9%
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CF,SSCFy + R” MgX ———= [(CF3SSCF5) + # MgX]
[CF3SSCFy) —— CF;88 + CFy
CFySS +R CF3SSR
CF,SSR + R” Mgk —— (CF;SSA] + A
(CF,SSR] ——= CF$+RS
SCF, +R — CFySR
RS + SHuowew — RASH
pre— R'R
2A —_ .
Scheme 1

CRySSSCR, + RUX ———= [(CR,SSSCR's k Mgx)
rssscry —— orssde

CPySs8 + Rk —— CSSSR

(CRSSSCFY’  —— CBS8 +3cW,y

RS +R — RSR
RSR4RMX  —— [(CFSSRY +R MgX)

(CRySSRY’ —— CRS+SR
CFyS +R —— CFHySR
(CPySSR)" — RS§ + (R
red +R —— RSSR
(CPySSRY* — R$+CRS
RS+R —— RR
2CF;888 — RSP
R —— RR
Scheme 2
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[ (O&, . R) . éSCf’

CFB8CF, o R—|———e CF, « (A éscrl)

L ([RéCR) «CF8

CPeRH = CRH4R

ReCF88 — ASSCFy 1

kicrsé  —o naser, |

Recr8 ~—s pmser,

R+ CFySSCFy —* CF,SCFy + ASC,  (n o stepe)
EFy + rySSCF~> CF,SCF, + cﬁ.s . (in two stops)
tFR+R — RCF, !

RH o LT ‘
o'
R.R i

Scheme 3

|
 mmamn #a,+u,ss§
{

CRySSSCP; + R ~}————= RSCF, + (FyS$
E— m*a’é
—— m*m
CRSSSR+R |
'ﬂ_. p+mﬁ

H
{

G’,m*i —'1 llm‘.u,,

b ——— RSROG’,Q

CFHSR+R ——— nsxn':r,
W — BN
2 - |+.u

Scheme 4 |

|
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Grignard reagents themselves are formed, it is apparent that the fission
of the C-S bond has definitely occurred. The yields of these products are

greater than previously estimated.?b

Conclusions: The present investigation has led us to the following
generalizations;
(1) In the reaction we have investigated, two possible processes -
the free radical pathway and the SET pathway - are indistinguishable.
(2) For the first time, a simultaneous scission of the S-S and C-$
bonds of di- and trisulfides by Grignard reagents at -78 °C has been

observed.
(3) This is decidedly due the presence of the highly electron
withdrawing trifluoromethyl group.

Experimental Part
General Procedures:

Warning! Because of the high toxicity associated with
bis(trifluoromethyl)disulfide via the inhalation route, efficient hoods and
extreme care should be used in working with this  compound. NMR

spectra (13C1Hand..,19f<) were recorded on a Varian FT-80 or a Varian XL-
200 spectrometer. The external reference for 19F was CCI3F. Mass
spectra were obtained on a Finigan Mode! 5100 GC/MS equipped with a
silica 25 m x 0.31 mm (i.d.) SC-54 capillary column(J and W Scientific,
Rancho Cordova, CA). Routine GC separations were accomplished with a
Hewlett Packard 5890A gas chromatograph equipped with a J and W
Scientific (Folsom, CA) 30 meter DB5 0.53 mm (i.d.) column. The solvents
used were dry and freshly distilled. The reactions were carried out in a
flame dried, argon gas purged 10 or 25 ml three-necked flask equipped
with a magnetic stirrer, a gas inlet, a pressure equalizing dropping funnel
and a reflux condenser carrying -a dry ice and acetone trap. The
temperature of the coolant passing through the condenser was
maintained at -20 °C. All reactions were carried out by adding the
Grignard reagents to the di- and trisulfide substrates cooled to -78 °C,
and terminated by the addition of moist ether and a solution of
ammonium chloride. This was followed by extraction with ether, drying
the extract and processing it as usual. In calculating the percentages of
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the products formed, only sulfur containing products and dimerization
and disproportionation products have been taken into account.

i
i
]
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PHOSPHORYLATION OF OH GROUPS ON VARIOUS SOLIDS
BY LOW-COORDINATION PHOSPHORUS SPECIES

Louis D. Quin, Xiao-Ping Wu, and Stefan Jankowski
Department of Chemistry, University of Massachusetts, Amherst, MA 01003 USA

Hydroxy groups on the surface of several different types of solids (silica gel, Zeolites,
alumina and cellulose) have been converted to O-ethyl phosphate groups by reaction with ethyl
metaphosphate (EtOPO;) generated in the presence of the solid. Silica gel has also been
phosphorylated with two optically active metaphosphates (menthyl and (S)-sec.butyl), as well
as by the species PhPO2 and EtO-P(S)O. The O-ethyl phosphorylated silica gel was used as an
HPLC packing, and some valuable characteristics were discovered. Thermal fragmentation of 2,3-
oxaphosphabicyclo[2.2.2] octene derivatives provided the various types of 3-coordinate reactive
intermediates required. Thermal fragmentation of easily prepared O-alkyl N-substituted
phosphoramidates has also been developed for the generation of alkyl metaphosphates.

Alkyl metaphosphates (1) are anhydrides of monoalkyl phosphates that contain
phosphorus in the unusual 3-coordinate state. They are highly reactive as electrophiles in
solution, and no cases have been reported where the species has been isolated in free form.!
However, they can function as useful, very potent phosphorylating agents when generated in the

presence of OH or NH groups.

0
ro—e?  + ROH ——= RO—P—OR
\o I

1 OH

We reported at this Conference in 19902 and in the literature3 that metaphosphates are so active
towards OH groups that they effectively attack exposed OH groups on the surface of solid silica
gel. This creates a bonded monoalkyl phosphate group directly on the surface; this is a new type of
functionalized silica gel with the potential for having useful chromatographic, adsorptive, or
catalytic properties. We have continued to develop the method for functionalizing silica gel, and
have extended the method to the phosphorylation of other OH-bearing surfaces as well. Our new
results are reported in this paper. We have also discovered a new and simple route to
metaphosphates that is reported here.

Generation of Metaphosphates by Fragmentation of Bicyclic Compounds. The original
method we employed for the generation of alkyl metaphosphates depends upon the ready
fragmentation of the 2,3-oxaphosphabicyclo[2.2.2]octene ring system as in structure 2, synthesized
as follows.
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The fragmentation of 2 occurs either thermally ol photochemically. In the present work, the

Me
g ArCOsH
N—Ph
0
2
thermal method is used.
(o]
110° RO— /

toluene \o

The phosphoryl oxygen in 2 has been replaced in sdme cases by sulfur, and the products are then

useful as a source of alkyl metathionophosphates:4

S
RO\P,O

P2Ss
A

[]

N
(o]

S

110°

toluene

Another variation is the use of alkyl or aryl substituents directly on phosphoru's, which leads on

fragmentation to metaanhydrides of phosphonic aci

Ph—p O

Me
7
Me N—Ph
(¢

All of these types of bridged phosphorus heter
phosphorylate various surfaces.

A related structure (3) has also been usec
derivatives of metaphosphoric acid, which were t
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noted, however, that the initial O-alkyl N-substituted phosphoramidate trapping products (4)
reacted further with the alcohol to give dialkyl phosphate salts (5) as final products.

0
RN—f-0
Me
o 0 o 0o
A A —7 R'OH ] - |
N—Ph
g O OH OHsR;NH

The high reactivity of the initial products (5) called for an explanation, and we came to the
conclusion that the reaction involved an alkyl metaphosphate intermediate in a potentially useful
process. There are two possible mechanisms to consider for an overall displacement of a group on a
phosphoramidate: an addition of the alcohol to give a 5-coordinate intermediate or transition
state that then eliminates the amine (AE mechanism), or an elimination of the amine from the
phosphoramidate to give the 3-coordinate metaphosphate that then adds the alcohol (EA
mechanism).6 Normally, one would expect the more common AE mechanism to operate, but we noted
that the present reaction was particularly facile when large substituents were present on nitrogen.
This suggested that relief of crowding as provided by the formation of the planar metaphosphate
intermediate in the EA mechanism might be involved, rather than the formation of the more
crowded trigonal bipyramid of the 5-coordinate intermediate in the AE mechanism. This has
indeed proved to be the case, and has resulted in the discovery of a new and very practical method
for the generation of metaphosphates, as described in the next section.

Generation of Metaphosphates by Thermal Fragmentation of O-Alkyl N-Substituted
Phosphoramidates. The EA mechanism was conclusively established for the thermal
fragmentation of a representative phosphoramidate (6) by kinetic studies. This mechanism would
require first-order kinetics, with a rate constant that would be independent of the presence of a
trapping alcohol (the AE mechanism would follow second-order kinetics and would be strongly
influenced both by type and concentration of the alcohol). Fragmentation of compound 6 in toluene
followed first-order kinetics with a rate constant for its disappearance of 1.61 x 103 secl at 80°C;

this constant was also obtained when ethanol in varying concentrations was present.

l 0 |
EO—P—0 —> e:o—p<< EOH_ o b oe
H o '
MesHN } .
6 MesNH,

With the fact established that O-alkyl N-substituted phosphoramidates eliminate
amines and form metaphosphates, we have proceeded to synthesize some derivatives of this type
to explore their utility as phosphorylating agents, particularly to silica gel and other solids. The
general method used in the syntheses is shown below.
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By this method, we have synthesized (in addition l{o'ﬁ) the phosphoramidates 7-9, with yields for
each step in the 75 + 10% range. Products were characterized by 'H and 3!P NMR. In each case, the
phosphoramidates were found to decompose on refluxing in toluene for 10-30 min., and when
alcohols were present all phosphorus appeared in the form of the corresponding dialkyl
phosphate. Compound 7 gave mixed first order-second order kinetics; the kinetics for 9 have not yet
been determined.

Et,N—!lL—OEI
OH o CHMe,
0 (o]
7 = EIO—P/< pmu—fu—o Mo 2o momhvl-o—'{
\o ; Yo
ﬁ OH o
Ph'l-l—-li—OEt (from (+) menthol)
OH
8

Therefore, in continuing our studies of the phosphorylation of OH groups on surfaces, we have
included the use of this new method as the source of the metaphosphate reactant.

Phosphorylation of Silica Gel. In our previojus work,3 we had employed bicyclic ester 2 (R =
Et) to phosphorylate the OH groups on the surface of silica gel (Aldrich chromatographic, dried at
196" in vacuo). The product was characterized by solid-state 51P NMR spectroscopy using the cross-
polarization magic angle spinning (CP-MAS) technique. Silyl groups routinely cause upfield shifts
of about 10 ppm when they replace H of an OH group attached to phosphorus, and we would expect
1

—0 |
EtOP | ' I

—0-3!—0H il TN P S
10
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the same effect for a silica-bound phosphate (it is uncommon for solution and solid spectra to differ
by more than 1-2 ppm). The silica gel (represented by 10) had a major signal at 5 -10.4, suggestive of
a bonded phosphate, with a small signal at 8 1.3. It was found that alkyl phosphates simply
adsorbed on silica gel give signals in the latter region; they would arise here from some hydrolysis
of the metaphosphate. The adsorbed phosphate was easily removed by washing the solid with 2-
propanol, leaving the phosphorylated silica gel with only & -10.4.

The same phosphorylated silica gel (10) has now been produced by heating the solid
suspended in toluene containing our new phosphoramidate reagents, 7 and 8. In each case, the 31p
NMR spectrum was identical to that for the product from the use of the bicyclic reagent 2 (R = Et).
Since the phosphoramidates are much more readily synthesized, they are now considered the
reagents of choice for the production of this type of treated silica gel.

_ A number of new types of P-functionalized silica gels have been prepared by the two
methods we have devised. These materials and their 31P NMR shifts are summarized below.

o] Me
| ‘ Il
o= §}=——0 —P —=OCHEYS) —§| ———=Q =P = O-Menthyl
OH OH
11 (from 2),5 -9.6 12 (from 9), 3 -7.1
o |
== §]——0—P —OEt e S e Q em P = Phy
OH OH
13,5 51.9 14,5 107

It should be noted that the above list of silica gels includes two (11, 12) that have optically
active alkoxy groups on the phosphorus function. These have been prepared specifically for
inclusion in studies on the use of phosphorylated silica gels as chromatographic (HPLC) packings;
optically active packings have the potential of performing resolutions of racemic mixtures. This
possibility is soon to be teated. That the new packings do have applications in HPLC has been
established by employing O-ethyl phosphorylated silica (using in this case a special HPLC grade
of silica, Exsil 100) for the separation of some mixtures. The most significant result was the
accomplishment of the separation of a mixture of aromatic primary amines; untreated silica gel
gives broad, tailing peaks for amines, but the new packing gave sharp, nearly symmetrical peaks.
The same packing was used for the partial separation of a de-asphalted crude petroleum sample;
under conditions where untreated silica gel gave very little eluted material, the phosphorylated
silica gel gave rapid, partial separation of the mixture, into fractions much more amenable to
further separation, especially by gas chromatography. This is an application of some interest in
the ana]ysns of complex petroleum or other liquid fuel mixtures. 7 Further development of the
method is in progress. It is significant that the same HPLC results were obtained when the packing
was prepared by phosphorylation with the two very different reagents (the bicyclic 2 and the
phosphoramide 7), attesting further to the formation of the same reactive intermediate from the
two quite different precursors.
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Phosphorylation of Zeolites. Zeolites are natural or synthetic crystalline alumino-
silicates that have tremendous importance as catalysts and adsorbents in the chemical and
petroleum industries. Numerous types are known. Since OH groups are present on the surface of
Zeolites, we have proceeded to apply our new phosphorylation method to two typical Zeolites
(ZSM-5 and Zeolite-Y) to determine if phosphate groups could be attached to them. Indeed, using
the bicyclic metaphosphate precursor 2 (R = Et) under the same conditions as used for silica gel, we
have produced Zeolites that give characteristic CP-MAS 31p NMR spectra for bonded phosphate
groups. The spectrum for Zeolite-Y resembled that from a silica gel in giving a reasonably sharp
single product signal, but at higher field (5 -15.8). ZS{( M-5 gave a more complex, broad signal, over
the range & -5 to -20, but unmistakably indicating surface phosphorylation. In future work, it will
be of interest to see if the catalytic properties of these Zeolites have been modified by the presence
of surface-bound phosphate groups. :

Phosphorylation of Alumina. Hydroxy groups are also known to exist on the surface of
various forms of alumina, again materials of enormous industrial importance. -We have tested the
possibility of modifying alumina by our phosPhorylatlon method. We have generated ethyl
metaphosphate from the bicyclic precursor 2 in the presence of dried Brockman acidic alumina, and
obtained a product with a reasonably sharp signal at |8 -9.6. While this is the same region as found
for silica-bound phosphates, we could find no literature that indicated aluminum groups would
cause similar upfield shifts. Accordingly, we camed out a synthesis of a model alumino-
phosphate, involving the known® reaction of dlethyl phosphate with triethylaluminum.

0
Il
EIO—P—OH + EnAl M:-» El0—P—O—AIEY,
20 - 80
EtO | EI0

1
& 0.78 {CDCl3) j
|

The product had a single 31P NMR signal in benzéne at § -14.5. The substantial upfield shift
indicates that phosphorylated alumina should also have an upfield signal, as was observed. As
for the Zeolites, it will be important to determine if the catalytic properties of aluminas can be
usefully modlﬁed by this functionalization.

Phosphorylation of Solid Cellulose. Orgqmc polymers containing OH or NH groups
represent another class of solids that is potqntlally sensitive to phosphorylation by
metaphosphates. Cellulose is a pamcularly important material of this type to consider as a
substrate because of its involvement in textiles and \other fabrics, paper, construction items, etc.
Phosphorylation might impart flame resistance to such cellulosic materials; phosphorus
compounds of various types constitute the major commercial flame proofing agents on the market
today,? but in few cases are these compounds more than just additives. Covalent phosphorylation
by metaphosphates would provide a firm bond of the phosphorus group to the solid. We have
performed the phosphorylation of cellulose powder (Aldrich, 20 micron) with ethyl
metaphosphate as prepared by the phosphoramida*e method (toluene, 1107, 15 min). Organic
polymers differ in physical structure from the inorganic materials used previously, and may not
have the very high surface area and thus the exposed OH groups of the latter. This presents an
uncertainty as to the amount of metaphosphate that needs to be generated for a given amount of
solid. We assumed that the primary OH groups on the 6-position of the glucose units would be the
more reactive; for 1.0 g of cellulose, we calculated 6.2 mmol to be present. To avoid phosphorylation
of the secondary OH groups, we employed only 0.5 mmol of ethyl metaphosphate. The CP-MAS

31p NMR spectrum contained two strong signals, one at 2.5 as would be expected for attachment of
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a phosphate group to the CH2OH groups.1® The other signal was at § -8.7. This is in the region for

pyrophosphate groups,10 and it is possible that phosphorylation of the initially formed O-ethyl
phosphate group has occurred. This point will be clarified in future work by reducing the amount of
phosphorylating agent. In any case, the results definitely show that the desired phosphorylation
of the solid cellulose has occurred. The amount of phosphorus by elemental analysis is 0.64%.
Phosphorylation of cellulosic materials and testing for flame resistance is a future goal.

o
:o-—p—o-—cu,

(2 =Tk

CONCLUSIONS

Reaction of solids bearing OH groups with metaphosphates and related 3-coordinated
species is a practical process. It has been established that silica gel, alumina, Zeolites and
cellulose can be phosphorylated when metaphosphates are generated in solvents containing the
solid in suspension. Useful chromatographic properties have been found in treated silica gel, but it
remains to be seen if valuable properties are imparted to the other solids. The range of structural
types that can be covalently bonded to these surfaces is considerable, giving the possibility for
wide adjustment of the characteristics of the surface. We have shown here that two quite different
methods for generation of metaphosphates can be used. They can be generated by thermolysis of
derivatives containing the 2,3-oxaphosphabicyclo[2.2.2]octene ring system, or by a newly
discovered method that consists of the thermolysis of O-alkyl N-substituted phosphoramidates.
The latter method may be subject to some limitations since these are reactive compounds bearing a
free OH group which may lead to other reactions with the substrates. This possibility will be
explored in future work. Even at this time, however, it is clear that silica gel is easily and
efficiently phosphorylated by use of this new metaphosphate precursor. Troperties of the new
materials that can be produced by our phosphorylation methods may be of interest and are to be
studied in future investigations.
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CHEMICAL PROPERTIES UPDATE - THEORY,
STATISTICS, AND EXPERIMENTAL METHODS

Elwin C. Penski
Research Directorate
U.S. Army Research, Development and Engineering Center
Aberdeen Proving Ground, MD 21010-5423

ABSTRACT

The physical chemical properties of chemicals are part of a required
foundation of data for many applications. This study is part of an effort to
establish a solid data groundwork. Methods for calculation of heat
capacities, vapor pressures, and enthalpies of formation, vaporization, and
fusion are discussed, and some calrulated properties of organic liquids are
provided. Statistical anmalysis of vapor pressures and enthalpies of
vaporization data for diethyl malonate shows more significant digits than
expected. Good agreement of calculated values with the more carefully
measured literature values are reported.

LIQUID HEAT CAPACITIES

Heat capacity is defined as the heat, H, absorbed for a degree increase
in temperature, T, per unit volume or mass.' If the process takes place at
constant pressure, then

C, = Heat capacity at constant pressure = (6H/6T), (1)

Over a narrow temperature range, the heat capacity of a Tiquid is often
represented by the following equation:

C, = a+bT +cP (2)

where a, b, and ¢ are empirical constants. The equations for broad
temperature ranges are much more complex.

Missenard® has developed a functional group method for calculating heat
capacities for a few classes of organic liquids in the -25 to 100 °C range.
Heat capacities of a group of organic compounds obtained by the Missenard
estimation method have been compared with literature values in reference 3 and
the calculated values are provided in Table 1. The comparisons are within a
few calories per mole per degree; the average deviation is less than 5%. The
blanks in the tables are where the Missenard parameters are not available.
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The disadvantages of the Missenard estimation method are that it is not
applicable to reduced temperatures above 0.75 and that there are no group
contribution parameters for organophosphorus compounds. The later problem
stems from the fact that practically no experimental measurements of heat
capacity for organophosphorus compounds have been made. Insufficient data was
available for the chosen compounds to verify the Missenard system at

temperatures above 25 °C.

Kopp's rule' was also compared to data in reference 3. In most cases
this rule produces errors of about 50% or larger for the compounds in Table 1.
The Kopp's rule method sums the contributions of elements; whereas the

Missenard method sums the contributions‘oﬁ groups of elements.

TABLE 1.

Missenard Calculations of Liquid Heat Capacities
— Heat Capacity
___cal/(mol K)
AtZﬁrfjjg} Temasggsuzgﬁ:ﬂgr____isg_.

Compound =25 5° 50
1-Amino-pentane 49,2 50,0 52.0 54.2 -
2-Butanol 36.4 39.4 43.1 46.4  50.2
t-Butyl amine 43.6 44.7 46.9 49.2 -
Chloroethane - 22,6 23.2 23.8 24.6 25.5
Cyclohexane 39.0 39.6 40.5 41.7 42.9
Diethyl disulfide 49.2 50.3 51.8 53.5 -
Diethyl malonate 64.9 66.5 68.4 70.95 73.6
Diethﬁl sulfide 40.3 41.3 42.6 44.1 -
2-Methyl-2-propanol  36.1 38.6 42.3 457  49.6
2-Propyl amine 37.4 38.8  40.85 42.95 -

THERMODYNAMIC PROPERTIES

Since World War II, organophosphorus| agents have been used in a variety
of military situations. The compounds in Table 2 were chosen due to their
previous, proposed, or potential use as organophosphorus agent simulants. The
compounds are not recommended as simu]antg for any particular application, but
the values are provided to aid in the selection of simulants.

Data obtained from the literature aré compared in reference 4 with
calculated molar enthalpies of formation, molar enthalpies of vaporization,
molar enthalpies of fusion, and the Hildebrand parameter.

Table 2 gives the calculated vapor, l1iquid, and solid molar enthalpies of
formation at 25 °C. Table 3 gives the molar enthalpies of fusion and
vaporization, and the Hildebrand parameters at 25 °C. The densities,
molecular weights, and molar volumes used in the calculations are given in
reference 4. The literature values based on calorimetry data other than

static-bomb calorimetry agree well with the calculated heats of formation
given in Table 2.
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TABLE 2

Calculated Molar Enthalpies of Formation at 25 °C

Enthalpies of Formation

kcal/mol
SRR T TR e N
ri-n-but osphate P =314, -335. -343.
Tri(chlorgetﬂyl)pphosphate (TCEPO) -305.4  -327.5 -335.7
Triethyl phosphate (TEPO) -284.7 -298.2 -301.4
Tripheny] bhosphate (TPPO] e o5 o187
y e -170. -191. -198.
Tri-i-propyl phosphate {TIPO) -315.9 -335.0 -337.7
Tri-n-propyl phosphate (TNPPQ) -299.5 -316.7 -322.5
Tri-n-butyl. phosphine oxide (T8PX) -147.3 -165.1 -172.3
~ Triethyl phosphine oxide (TEPX) -117.8 -128.2 -130.1
Trimethyl phosphine oxide (TMPX -102.3 -111.7 -113.0
Triphenyl phosphine oxide (TPPX 0.7 -23.6 -27.8
Triethyl phosphine (TEPN) -39.6 = -48.7 -52.5
Trimethy] phosph!ne éTMPN} -22.5 =29.2 -31.2
Triphenyl phosphine (TPPN 76.5 - 53.5 49.5
Triethyl phosphite (TEP) -194.7 -204.1  -207.3
Triisopropyl phosphite (TIP) -225.9 -240.9  -243.6
Trimethyl phosphite iTMIP) -170.8 -178.7  -180.6
Triphenyl phosphite (TPP) -79.1 -98.0  -102.3
TABLE 3
Calculated Molar Enthalpies of Fusion and
Vaporization, and Hildebrand Parameters at 25 °C
Heats of Heats of H1ldebrand
Chemical Fusion Vaporization Parameter
(kcal/mol) (kcal/mol cal/cc)'?
TBPO 8.4 20.8 8.6
TCEPO 8.2 22.1 10.2
TEPO 3.1 13.5 8.7
TMPO 1.8 12.1 10.0
TPPO 6.7 20.7 8.7
TIPO 2.6 19.1 9.0
TNPPO 5.8 17.2 8.6
TBPX 7.2 17.8 9.3
TEPX 1.9 10.5 9.0
T™MPX 1.3 9.4 10.6
TPPX 4.3 24.2 10.1
TEPN 3.8 9.1 7.6
TMPN 2.0 6.7 8.5
TPPN 4,1 23.0 9.8
TEP 3.2 9.4 7.1
TIP 2.7 15.0 8.2
TMIP 1.9 7.9 7.9
TPP 4.2 19.0 8.4
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VAPOR PRESSURES

Vapor pressures are one of the most important liquid properties. They
strongly influence liquid volatility, reactivity, flammability, solubility,
and transfer processes. Vapor pressures ﬁre a strong function of temperature
- doubling or tripling every ten degrees. They are used to calculate other
thermodynamic properties. For such reasons, a very precise knowledge of vapor
pressures is required.

Banerjee, Howard, and Lande’ describe a structure-vapor pressure
relationship for organic compounds that probably is one of the best methods
for estimating the vapor pressures of orggnic compounds. Their relationship
is based on the following type of parameters: Kamlet-Taft solvatochromic,
structural, molecular volume, and UNIFAC. | The size of the errors from the
Banerjee, Howard, and Lande method are given in table 4.

TABLE 4
Accuracy of Vapor Pressure Estimation Methods

% Difference Between

— Compound _ eriment and Calculation

Qutliers ?
octamethyltetrasiloxane | 4,800,000%
hexamethyldisiloxane ; 110,000
ethylene glycol ! 15,500
acetic acid 2,137
propionic acid 1,950
diisopropyl ether 1,820
1,1,1-tricloroethylene : 1,740
hexane * 1,300
formic acid | . 1,200

Typical Errors : 500-1,100%

Table 4 shows that'to get data suffidiently accurate for most military
purposes, it is necessary to make measurements.

While Brozena and Fielder's’ measurement methods are excellent, suspended
droplet evaporation methodology has been shown to have some advantages that
should be summarized in the literature: |

1. At vapor pressures below a few Torr, droplet evaporation measurements
ca:hu;ually be performed much faster (1 day) than with other vapor pressure
methods. '

2. Compounds with 10% or more impurities may be used if the impurities
are substantially more or less volatile than the compound of interest.

y ]3£ Only 10 mg of the liquid is required - just enough to form one small
roplet. ‘

4. Vapor pressures as low as 0.01 Torr can be measured with no
difficulty.
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Suspended droplet evaporation methodology has the following drawbacks:
1. The diffusion coefficient of the liquid in the atmosphere used must
be known. Very few values are available in the literature, Often the

~ diffusion coefficient must be estimated introducing a small error that is

usually less than 15%.
2. While temperature variation is possible, it is not as convenient as
some vapor pressure methods.

Many of the vapor pressure equations or values found in the literature or
in commercial computerized data bases need to be re-evaluated. Errors run as
high as several hundred percent and careful statistical analyses are required.
Many CRDEC projects have a strong requirement for such an effort. Due to the
high cost of experimental measurements, work has been performed on developing
a new computation method that yields interpolated and extrapolated values of
vapor pressure of the maximum accuracy. Also it provides 95 % confidence

" intervals and other types of statistics for measured, interpolated and

extrapolated values of vapor pressures, boiling points, volatilities, and
heats of vaporization. Commercial statistical software packages will perform
some of the statistical operations included in this effort, but such packages
will not include all the detailed calculations. Also the details, references,
and complete documentation are not provided with most commercial software.

Brozena and Fielder's® diethyl malonate (DEM) data was selected for use
in this report due to the fact that it is one of the best series of vapor
pressure data found anywhere in the scientific literature. As is apparent
from Figure 1, the fit is very good. Figure 1 provides the raw DEM data
compared to a fitted Antoine equation plot in a linear form. Error bars are
included. They are enlarged by a factor of 20 to make them distinguishable
from the fitted line. Figure 2 provides an example of a simple vapor pressure
- temperature plot with error bars for a narrow temperature range.

It was found in the statistical analysis that there are more
statistically significant digits, three, available than is normally expected
for vapor pressure data. In the future, four digits should be reported. Five
digits on the heat of vaporization values were found to be significant and
should be reported. It has been found in some cases that 14 decimal digits
ﬂust be carried in the calculation to obtain reliable fits of vapor pressure

ata.

CONCLUSIONS

8  The Missenard method appears to provide satisfactory heat capacities for
alcohols, amines, chlorinated hydrocarbons, and esters. The average
deviations between the measured values for the compounds selected for this
study and calculated values are less than 5% from -25 to 25 °C.

s  Examination of the literature indicates that vapor pressures cannot be
estimated for military applications with sufficient accuracy. Experimental
data must be used.

[ A program has been developed that is the first program that does a

complete statistical analysis for vapor pressure data and which produces plots
with error bars.
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u Data for DEM shows that there are more statistically significant digits,
three, available than is normally expected for vapor pressure data.

1 In some cases suspended droplet evaporat1on appears to be a useful
experimental method for determining vapor pressures.
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SUBAMBIENT APPLICATIONS OF DIFFERENTIAL THERMAL
ANALYSIS FOR THE DETERMINATION OF VAPOR PRESSURE

Ann Brozena and Donald Fielder
U.S. Army Chemical Research, Development and Engineering Center
Aberdeen Proving Ground, Maryland 21010-5423

ABSTRACT

In the early 1960’s, differential thermal analysis was
identified as a useful technique for studying phase
transitions of organic materials over a wide temperature
range. Several years later, use of DTA for establishing vapor
pressure curves for pure liquids over wide temperature and
pressure ranges was reported. Since that time, differential
scanning calorimetry has replaced DTA as the method of choice
for most phase transition studies. Despite the superiority of
DSC for investigation of many thermal events, a DTA cell
designed with a glass capillary sample holder and thermocouple
temperature sensor (such as the DuPont Standard Cell)
continues to be a more suitable configuration for measurement
of boiling temperatures. Use of this technique with updated
commercial instrumentation allows rapid determination (< 2
hrs) of vapor pressure curves of pure liquids over wide
pressure (5 to 760 torr) and temperature (-180 to 450°C)
ranges using only a small amount (< 1 ml) of sample. Vapor
pressure curves of several compounds for which only
atmospheric pressure boiling points were available have been
established with this technique.

INTRODUCTION

The application of techniques of thermal analysis for the
determination of vapor pressure has been described by numerous
authors(1-4). 1In a 1976 review of parameters affecting the
use of these techniques, Seyler[5] concluded that the DTA
glass capillary configuration allows attainment of equilibrium
boiling conditions which cannot be achieved with the use of
other sample holder designs. The lack of widespread
familiarity and resulting limited use of this valuable
technique for the determination of vapor pressure was noted by
Charles([6]}.

DTA is one of three methods routinely used in our

laboratories for the determination of vapor pressure of pure
liquids. The small sample size and minimal time required to
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establish a vapor pressure curve have resulted in DTA being
the technique preferred over the Knuydsen effusion method or
isoteniscope. Recent incorporation of an accessory which
simplifies cooling of the apparatus to liquid nitrogen
temperatures (-180°C) has extended the temperature range

over which this technique can be used and significantly
enhanced the applicability of this method to our work. Vapor
pressure curves for perfluoroisobutene (b.p. 7°C) and
perfluorocyclobutene (b.p. 0.2°C) have been established using
this subambient procedure.

EXPERIMENTAL i

Aggaratus

A DuPont Model 9900 Thermal Analyzer was used in these
experiments. The basic setup has been described previously
[1,3). The major differences between this procedure and those
used by Vassallo and Harden([l] and Kemme and Kreps[3] were the
use of a computer to control data acquisition and the
incorporation of a "Quick Cool" sample holder accessory (TA
Instruments). The "Quick Cool" accessory is a Dewar flask
designed to hold and rapidly cool the sample cell block for
subambient operations through the use of liquid nitrogen. The
pressure readout device was a Wallace and Tiernan Type 187
absolute manometer with a precision of 0.1 torr. Instrument
calibration was checked using Freon 113 (1,1,2-trichloro-
1,2,2-trifluoroethane -~ b.p. 48°C) and Freon 114 (1,2-di-
chloro~1,1,2,2~-tetrafluoroethane - b.p. 4°C).

Temperature Control

Prior to measuring vapor pressures at very low
temperatures, the ability of the DTA to control the rate of
temperature increase was investigated. Kemme and Kreps
recommended a heating rate of 5 deg/min for accurate
determination of vapor pressure. Therefore, it was critical
that the cooled cell block did not self-warm at a faster rate.

The cell block was cooled to ~180°C and allowed to self-
warm. The observed temperature rise was less than 4°C/m1n,
indicating temperature control could be maintained using the
desired heating rate of 5 deg/min.

Sample Preparation

To load samples that boil below room temperature into the
glass capillary tubes, special handling techniques were
developed. Compounds that boil below room temperature are
usually received in lecture bottles equipped with valves. A
small amount of sample (several milliliters) is transferred
from the lecture bottle to a Reacti-Vial equipped with a
screw-cap and rubber septum. The vial is precooled to a
temperature below the boiling point of the compound under
study. The sample in the vial will remain a liquid as long as
the cap does not leak. Transferring the sample from the vial
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to the glass capillary tube is accomplished by cooling the
cell block with the capillary in place and discharging the
proper amount of liquid using a precooled microsyringe.

RESULTS

Table 1 contains the experimental temperatures and
pressures for Freon 113 and Freon 114. The difference between
the calculated literature boiling temperature[7] and the
experimental temperature is listed at each experimental
pressure. These data show good agreement between the
experimental data generated with this technique and published
values. A plot of the vapor pressure versus temperature
curves for these compounds is shown in Fiqure 1, where the
symbols are experimental points and the lines are the vapor
pressures calculated from the literature.

TABLE 1

Vapor Pressure Data for Freon 113 and Freon 114

Freon 113 Freon 114
T (°C) P T (°C) P
EXp Lit At {torr) Exp Lit At {torr)
46.8 47.6 0.8 761.4 3.1 3.3 0.2 767.3
46.3 47.5 1.2 759.1 -11.2 -11.0 0.2 424.1
46.3 47.5 1.2 759.0 -18.4 -17.8 0.6 300.0
35.7 38.2 2.5 549.3 -25.8 -25.9 -=0.1 213.2
28.4 29.6 1.2 400.0 -32.2 -32.2 0.0 149.2
24.2 25.1 0.9 334.8 -39.2 -39.7 =0.5 100.0
18.7 19.8 1.1 270.0 -42.8 -43.7 -0.9 80.0
11.6 12.8 1.2 200.1 -47.6 -48.6 -1.0 60.0
5.3 6.3 1.0 150.0 -53.6 -55.3 -1.7 40.0
-3.4 -2.1 1.3 100.0 -57.7 -59.7 =2.0 30.0
-7.4 -6.5 0.9 80.0 -62.8 -65.8 -3.0 19.9
-12.8 ~12.0 0.8 60.0
-19.7 -19.1 0.6 40.2
-24.3 ~-24.1 0.2° 30.0
-29.0 ~29.2 -0.2 21.9
-30.3 -31.3 -1.0 19.1

Vapor pressure data generated for perfluoroisobutene and
perfluorocyclobutene are given in Tables 2 and 3. Each data
set was fitted to an Antoine equation. The Antoine constants
are listed at the top of the tables and the percent difference
between the experimental and calculated pressures is given at
each experimental temperature. Plots of these data are shown
in Figures 2 and 3, where the symbols are the experimental
points and the line is the vapor pressure calculated from the
Antoine equation.
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FIGURE 1

Literature vs. Experimental Vapor Pressure Data
for Freon 113 and Freon 114
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TABLE, 2

Vapor Pressure Data for Perfluoroisobutene

Antoine Constants

A 6.61628
B 809.878
C ‘ 209.730
Standard Deviation | 0.0021
Calculated Boiling Point (°C) 7.08
Temperature Pressure (torr) Percent
(°C) Experimental Calculated” Difference
7.2 763.0 - 763.68 0.09
-8.0 400.0 - 399.58 -0.10
-17.8 250.3 - 249.24 -0.42
-27.2 150.3 | t151t.12 0.54
-36.2 89.0 ! 88.96 -0.05
~-43.4 55.5 55.87 0.66
-50.1 35.2 34.90 -0.86
-55.4 23.4 23.36 -0.15
-60.9 14.9 14.95 0.33

138




. TABLE 3
Vapor Pressure Data for Perfluorocyclobutene

Antoine Constants

A 6.71893
B 799.118
C 208.050
Standard Deviation 0.0034
Calculated Boiling Point (°C) 0.16
Temperature Pressure (torr) Percent
(°C) Experimental Calculated Difference
0.2 758.0 761.43 0.45
-14.2 400.3 394.98 -1.33
-23.0 250.1 251.50 0.56
-32.0 150.3 151.28 0.65
-38.6 100.4 100.69 0.29
-44.1 70.2 69.95 ~0.36
-49.0 50.1 49.50 -1.20
-50.5 44.0 44,34 0.77
-53.6 35.0 35.07 0.21

. FIGURE 2

Vapor Pressure of Perfluoroisobutene
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FIGURE 3

vapor Pressure of Perfluorocyclobutene
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CONCLUSIONS

A modified DTA technique for: measuring vapor pressure has
been shown to be a quick, easy method, requiring a very small
sample. The use of a "Quick Cool" accessory extends the use of
the method to subambient temperatures.
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] lect; React i ¢ Functionalized Pi i di

Harold D. Banks
U.S. Army Chemical Research, Development and Engineering Center
APG, MD 21010-5423

ABSTRACT

Many compounds that possess potent pharmacological properties contain
functionalized piperidine ring systems, Synthetic transformations that are envisioned
for the preparation of these materials are frustrated by the presence of certain
functional groups in the precursor molecules that are incompatible with the reagents
employed. Recent results have demonstrated that multifunctionality can actually be
exploited to increase the ylelds of the desired substituted piperidines.

We have been interested for some time in the synthesis of
piperidines that are functionalized at C4. If one substituent at
this position is an anilido functionality, and a 2'-substituted
ethyl group is attached to the heterocyclic nitrogen, the general
structure of the fentanyl family of synthetic opioids is obtained.
Such compounds are of particular interest because their analgesic
activity in animal tests can be more than three orders of magnitude

‘greater than that of the prototypic p-agonist, morphine.l We have
also been interested in developing efficient syntheses of the

manmmalian metabolites of the fentanyls, 2 with a view toward
determining their role in analgesic activity and side effects, as
well their use as intermediates in the synthesis of new fentanyl
derivatives. .

Our synthetic strategies have sought routes to target
molecules employing Heathcock's "Golden Rules of Synthesis,":

1) Minimize the use of protecting groups. 2) Use low tech
chemistry, i.e., no exotic reagents or conditions. 3) Strive for
cascades of reactions, all in one pot.3 This paper will discuss
our recent results in the areas of chemoselection by means of
metal catalysis and utilization of 2-pipo:idinono as a
synthon €for functionalized piperidones.

The substrate chosen for the investigation of chemoselective
reactions was the potentially versatile intermediate, «-
aminonitrile 1. This compound can be prepared in excellent yield
from the corresponding, commercially available ketone. A long
standing research goal of a number of research groups has been to
develop an efficient syntheses of the 4-methoxycarbonyl and 4-
methoxymethyl derivatives. Attempts to hydrolyze 1 to the amino
acid wunder basic conditions consistently lead to reversion to the
ketone; acidic conditions, while productive, were far from ideal,
since the ring nitrogen required protection as the benzyl
derivative, and a two-step process with mandatory isolation and
purification of the intermediate 4-amido compound were regquired,
violating the rules given above, 4

We decided to embark on the oxidation-reduction strategy
shown in Scheme I.° in which the key step was reduction of the
cyano function to a formyl group. Once the formyl derivative was
in hand, numerous methods exist for either oxidation to the
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carboxyl function, and for reductidon-methylation to the
methoxymethyl group.

Scheme 1
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Many reducing agents are available to effect the
transformation of a cyano function into a formyl group.6
Unfortunately, for o-aminonitriles c¢ontaining a N-H bond , as is
the case for 1, the favored reaction course is proton abstraction,
expulsion of the good leaving group, cyanide, followed by reduction
of the intermediate imine to a product corresponding to an overall
reductive decyanation. Convincing evidence for this reaction
course was obtained in studies of the stereochemical consequences
of the reduction of cis -and trans -l-benzyl-3-methyl-4-

piperidine.7 Reductive decyanation, sometimes accompanied by
small quantities of the 4-aminomethyl compound, was the observed
reaction course with NaBH4, Red-Al, Super-Hydride and L-Selectride.
No evidence was found for aldehydic ‘product.

When conditions were changed from basic to acidic as in the
Stephen reduction, i.e., dry hydrogen chloride in diethyl ether,
followed by anhydrous SnCl2, a mixture of 1 and the corresponding

ketone was produced. It is likely that the insolubility of 1-2HCl
in the reaction mixture thwarted a successful reaction.

Treatment of 1 with DIBAL gave an extremely promising result.
The desired 2 was produced in 18% isolated yield (along with the
reductive decyanation product which could be readily separated by
column chromatography); this represents a minimum yield since
conditions for workup have not been optimized. A series of
experiments varying the number of equivalents of DIBAL and the mode
of addition established that the yield was optimized with five
equivalents of the reductant and inverse addition; i.e., addition
of the ketone to excess DIBAL.8 This result suggests that the
softened hard Lewis base-Lewis acid,9 DIBAL, is titrating harder
piperidine and aniline nitrogens before participating in chemistry
at the cyano function. Presumably the failure with other reducing
agents was due to the fact that the complexation reactions

r
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envisioned for DIBAL are ineffective or absent. The acidic Al
center of DIBAL is presumably effective in complexing with the
anilino unshared electron pair vs. its propensity to abstract the
anilino hydrogen by means of its pendant hydride .

Some time ago, a fascinating reaction was reported by Barnard
(Scheme 2) .10 Yields of greater than 60% of 2-methoxycarbony-
lpyridine can be obtained by treatment of 2-cyanopyridine with a
solution of copper(II) chloride in ethanol. The propensity of
pyridine to complex with copper(II) is well-known, and has been

exploited for hydrolysis of the esterlld and using other

heterocyclic substrates.ll  When this chemistry was attempted for
1 using both catalytic and stoichiometric Cu(II), with methanol and
ethanol, the only product obtained other than starting material
after aqueous EDTA workup was the corresponding ketone. It is

reasonable to assume that the Cu(II) complexes with the nl electron
pair of the cyano function, followed by an SNyl-type process after

departure of the good leaving group, CN~, or Cu(Il) complexation
with the unshared electron pair of the anilino group, followed by
an SN2 attack of the alcohol on the C4 position (Figure 1.)
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The failure of this reaction could be due to the considerably
larger negative entropy requirement (relative to the heterocaromatic
systems) 10,11  to reduce all possible rotational degrees of
freedom to the one necessary for attack by the alcohol. 1In
addition, examination of molecular models indicates that the N-C4
bond of the chair form of the piperidine ring in the transition
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state would be in an unfavorable eclipsed conformation, exacerbated
by the interaction of the phenyl substituent and the methylene
group at C3. Future experiments will be directed toward

identification of metal ions that form n2 complexes with cyano

functions.12

Synthons are conceptual tools that facilitate the identification
of the most promising synthetic routes to target molecules.13
Commercially available 2-piperidinone 3 was envisioned as a useful

synthon for functionalized piperidines.14

Figure 1
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An intermediate that was targetted in our synthetic approach to
these pharmacologically active compounds was 2-piperidin~3-enone.
This compound has been prepared in modest yield by the reaction of
vinyl acrylic acid with conc. aqueous NH3 in a high pressure bomb

at 180°. 1In considering the use of 3 as starting material, perusal
of the literature unearthed few reactions exploiting the activated
a-position of amides.l® A "simple" method for the synthesis of
the 3,3-dibromo derivative 4, howeve#, was found in the old German
literature;16  this compound was thus chosen as our first
intermediate for a series of reactions. It was postulated that
dehydrobromination of 4, followed by regiospecific Michael addition
of aniline should provide the interesting 3-bromo derivative.
Epoxidation of 4 followed by regiospecific opening with aqueous
aniline, and Swern oxidation should lead to the 3-keto derivative,
a precusor for the chiral 3-hydroxyfentanyls (mammalian
metabolites)2 and their derivatives.l7 Unfortunately the
Heymon's paper lacks complete experimental details, and our
attempts to obtain good yields of prdduct based on reasonable
assumptions have been unsuccessful. Under the best conditions to
date, a mixture of 1% 3-chloro~, 3% 3-bromo-, 3% 3,3-dichloro-, 27%
3-bromo-3-chloro- and 66% of the desired dibromide 4 was obtained.
An intractable oil is also produced. These results indicate that
the 3,3-dichlorochlorimide intermediate requires a longer reaction
time, more vigorous conditions, or both. Preliminary experiments
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using this mixture to find suitable dehydrobromination conditions
has shown that excess Et3N or DBU abstract the amide hydrogen, but
not a C4 hydrogen. Experiments directed toward the use of 3 as a
synthon for functionalized piperidines are continuing and will be

reported in due course.

CONCLUSIONS

Chemoselective reactions have been discovered for unprotected
o-aminonitrile 1, an important intermediate in the synthesis of
highly potent fentanyl derivatives. Most promising is DIBAL
reduction using inverse addition. It appears that N1 chemistry

occurs at the cyano group when Cu(II) is employed, and n2

complexing metal ions should be investigated to effect the desired
alcoholysis reaction.

Preliminary experiments have been initiated to explore the
viability of 2-piperidinone 3 as a synthon for functionalized
piperidines.

EXPERIMENTAL

Reduction of a-Amirsnitrile 1 with DIBAL.® A solution of 1.50 g (4.92 mmol)
of 1 in 90 mL of anhydrous THF at 0° contained in a 100 mL round-bottomed flask under
Ar was transferred via cannula over a period of 15 min to a solution of 4.38 mL (24.6
mmol) of DIBAL in 6C mL of THF also maintained at 0° . After continuing magnetic
stirring at 0° for an additional 75 min. the reaction vessel was cooled to -78°, and
the product hydrolyzed by means of the dropwise addition via syringe of 9 mL of MeOH
followed by 9 mL of d20. The resulting gel was chromatographed on 25 g of neutral
alumina with ethyl acetate, followed by chromatography on 20 g of silica gel with n-
hexane/ethyl acetate (60/40 v/v) allowed separation of 2 (in 18% yield) and 3.
Interestingly, recrystallization from n-hexane produced two crops of crystals with
virtually ldentical spectroscopic properties: m.p. 80.5 - 81.0° CcCalc'd for
Ca0H24N20°3/2°H20: € 77,21; H, 7.78; N, 9.01. Found C, 77.11; H, 7.87; N, 9.01.
m.p. 91.0 - 91.,5° calc'd for CyoHpqN20°1/2°H30: C, 75.67; H, 7.62. Found: C,
75.30; H, 7.78. 1H NMR (400 MHz, CDCli); d 9.63 (s, 1H), 7.30-7.13 (m, 7H), 6.76 (t,
J= 7.3 Hz), 1H), 6.56 (dd, J = 8.6, 0.9 Hz, 2H), 3.91 (bs, 1H), 2.82-2.77 (m, 2H),
2.75 - 2.70 (m, 2H), 2.63 - 2.59 (m, 2H), 2.44 - 2.40 (m, 2H), 2.13 - 2.06 (m, 2H),
1.93 (m, 2H). 23c NMR (400 MHz, COCl3); d144.7, 140.2, 129.4, 128.7, 128.4, 126.1,
118.8, 114.6 (aromatic carbons), 91.4, 60,3, 48.5, 33.7, 29.6. FT-IR (CHCl3); 2928,
1730, 1601, 1503, 1260, 1121 cm_l.

EI nominal mass spec (70 eV); m/z 309 (M*+1,0.4), 308 (M+, 1.7), 209 (M*-CHO, 7.0},
217 (M*-CH2Ph, 100.0). Rg value (80/20, EtOAc/n~CgHi4): 0.22.

Reaction of a-Aminonitrile 1 with Ethanolic CuClp., To 0.14 g (1.0 mmol) of
CuCl; dissolved in 15 ml of absolute ethanol was added 0,30 g (1.0 mmol) of a-
aminonitrile 1. The progress of the reaction was monitored by TLC on silica gel
following periodic removal of small samples of the reaction mixture, standard agueous
EDTA workup, and CHClj extractlon. When successive TLC analyses were identical, the

bulk of the reaction mixture was worked up and subjected to 14 and 13c NMR as well as

GC/MS analysis, Only 1 and the corresponding ketone along with aniline could be
detected.
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Bromination of 2-Piperidinone. To a solution of 10,0 g (101 mmol) of 2-
piperidinone dissolved in 75 mL of benzene was added with magnetic stirring 21.0 g
(101 mmol) of PClg in portions over a period of 20 min, The two-phase system which was
produced became homogeneous upon warming (90°) by means of a water bath. After cooling
to room temperature, 32.2 g (10.4 mL, 201 mmol) of bromine was added dropwise to the
rapidly stirred mixture. Vigorous evolution of hydrogen halides was observed. The
literature proeedure16 stated that crystals separated at this point, but in our hands,
two liquid phases were produced. The lower phase was dark and quite dense. The
reaction mixture was added to 150 mL of Hy0, and NaHCO3 was added portionwise until
the cessation of CO0p evolution indicated that it was present in excess. This
prodecure gave rise to a new heterogeneous mixture of two liquids, with apparent
dissolution of the previous dark lower phase. After stirring overnight, the upper
layer was separated, and-the lower layer was extracted first with 30 mL of benzene,
and then with 50 mL of CHCl3. The combined extracts were dried over NajS04 and
concentrated on the rotary evaporator to provide 21.5 g of an orange glass containing
interspersed crystals. This material was dissolved in acetone, treated with activated
C, flltered and the acetone allowed to slowly evaporate. The crystals which formed in
this manner were recrystallized to provide 4,08 g of white plates, m.p. = 160 ~ 162°.
1y and 13¢ NMR as well as GC/MS analysis demonstrated that the crystals were a mixture
of 1 3-chloro~-, 3% 3-bromo-, 3% 3,3-dichloro-,: 27% 3-bromo-3-chloro- and 66% of the
desired 3,3-dibromo-2-piperidinone 4. ;
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Abstract
The reaction of f-cyclodextrinyl-1°-tosylate with hydrazine
affords f-CDNHNH,; reaction with hydroxylamine yields A-CDNHOH.
Each compound reacts with esters as preassociating a-nucleophiles. The

hydroxylamine derivative, which we have examined most extensively to date,
demonstrates saturation kinetics and is as reactive at pH 7 as at pH 9.5.

Research on cyclodextrin (CD) transacylase mimics has been amongst the
most fruitful in the artificial enzyme field. While most proteases function
efficiently at pH 7.4, BCD itself is well-known to be inert at this pH;
rather, it reacts rapidly with esters only when its 2°-hydroxyl groups
(pK, 12.1) have begun to deprotonate.a Thus, the synthesis of synthetic
transacylases with reactivity at neutral pH presents itself as an important
goal of practical significance. Towards this end, CD’s have been prepared
bearing imidazole as s group with reactivity at pH 7;5 pendant
coordination complexes have likewise been employed.6 However, as
potential pendant groups, a-nucleophiles :uch as hydrazine or

hydroxylamine offer unique properties. (1) In solution, a-nucleophiles
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show enhanced reactivity towards acyl transfer as compared to isosteric

alcohols or amines.7

(2) Despite their gﬁeater reactivity towards acyl
compounds, hydroxylamine (pK, 5.97) and hﬁdrazine (pl(a 8.0) are less
basic than isosteric amines (pKa 9-10), agd thus exist in a reactive ionic
form near neutral pH. (3) Both hydroxylamine and hydrazine transacylate
alkyl esters and amides. (4) Because they are physically small, pendant
a-nucleophiles would necessarily reside cﬂose té the CD binding pocket.
We now report on the syntheses, characterﬁzations, and reactivities of
PCDNHNH, and ACDNHOH.

Reaction of ACD-1°-tosylate (1 in Scheme I) in anhydrous

hydrazine (2) at room temperature showed the complete loss of starting

material after 4 h., Precipitation from EﬂOH gave the crude product (3),

Scheme I
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which contained some physically entrained NH,NH, as determined by y
NMR in D20/acetone.8 Dissolution in minimal H,0, followed by
reprecipitation from EtOH, was repeated 5 times, which gave 3 as a
water-soluble, colorless solid in 60% yield. In a precisely analogous
manner, reaction of 1 with a 6% aqueous solution of hydroxylamine (4) at
90 °C for 3 h, followed by multiple reprecipitation from EtOH, gave 5 in
86%. While either the N- or th; 0-alkylation product might have been
formed, catalytic hydrogenation, which yielded BCDNH, and not ACD
itself, confirmed the former. 1H and 13C NMR, FAB mass spectrometry,
and elemental analyses were fully supportive of the structure assignments
for 3 and 5. Notably for an unsymmetrically substituted CD derivative,
5 yields colorless plates (dec 207-210°C) from water.

Both BCDNHNH, and SCDNHOH are acylated rapidly by
p-nitrophenylacetate (pNPA) with saturation behavior. The reaction of pNPA
(0.05 mM) fully complexed to 5 at pH 7.0 and 25°C is faster than that
with equimolar CH3NHOH, demonstrating an effective RNHOH concentration of
37 mM. PBCDNHOH is acylated as efficiently at pH 7.0 as at pH 9.5;
furthermore, the rate of acyl transfer is 1500-times faster than that
afforded using equimolar BCD, which is not reactive under neutral

conditions (Figure 1).
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Figure 1
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As shown in Scheme II, BCDNHOH binds and is acylated by a less

activated ester (7) at pH 7.0 and 25°C. The intracomplex reaction
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([5]=20 mM; [7]=0.82 mM) occurs with a half-life of 7.5 minutes; a
reference reaction (minimal DMSO added for solubility) with CH3NHOH and
BCD shows t1/2-4.8 h, while the hydrolysis of 7 without added

BCDNHOH occurs to less than 5% after 7 days. Once again, either N- or
Q-acylation, leading to 8 or 9, is possible. The 1y om spectrum of

the acylation product in DMSO-d; reveals a one proton, D,0-exchangeable
triplet at § 7.65. Decoupling experiments demonstrate one-bond coupling
to a single, diasterectopic H-6 proton (8§ 3.07) on the modified CD
residue, which permits assignment as an NH proton, and thus an unambiguous
assignment of the acyl enzyme mimic as 9. Because Q-acylhydroxylamines
hydrolyze more rapidly than structurally related esters, the deacylation

kinetics of 9 are currently under investigation.

Experimental Section

6-Deoxy-6-hydrazinyl-g-cyclodextrin (3). Anhydrous hydrazine
(4.0 mL, 128 mmol) was added to B-cyclodextrin-6-0-tosylate (1 g) with
stirring. 1In approximately 15 min a clear brown solution was obtained,
which was stirred for 4 h. The solution was concentratgd in vacuo (vacuum
pump) with low heat (50°C) to give a clear, light brown, viscous oil, to
which double distilled (dd) water (2 mL) added. The colorless solution was
added dropwise to stirred ethanol (60 mL) producing a white precipitate,
which was filtered to give a white powder. The white powder was
reprecipitated from ethanol repeatedly until no signs of free hydrazine

remained as evidenced by ly MR in D,0 upon the addition of acetone.
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After removal of free hydrazine by reprecipitation 3 was obtained as a
white powder (580 mg, 60%): mp 180-210°C dec.; Ry 0.68 (silica gel;

ethyl acetate/ isopropyl alcohol/ ammonium hydroxide/ water, 7:7:4:4); ly
NMR (Dy0) & 2.86 (dd, 1, CH,NHNH,), 3,08 (dd, 1, CH,NHNH,) ,

3.40 (t, 2, B-4 of substituted glucose unit), 3.47-3,83 (m, 32, H-2, H-3,
H-4, H-5, H-6), 4.95 (m, 7, H-1); 13¢ mr (Dy0) 6 54.69 (C-6"),

58.31 (C-6), 70.58 (C-5'), 72.70 (C-S): 72.90 (¢-3'), 72.95 (C-3), 73.85
(c-2'), 73.93 (C-2), 81.71 (C-2'), 81.94. (C-4), 84.10 (C-4'), 102.43 (C-1),

102.73 (C-1); FAB mass specrum, m/e 1150 (M¥+1).

Anal. Calcd for G, H;,NyOs,'7 Hy0: C, 39.56; H, 6.80; N,
2.20, Found: C, 39.88; H, 6.78; N, 2.24,

Addition of a slight excess of acetone (3 equiv) to a Dy0 solution of
3 that contained free hydrazine affordedithe fol:: 7in. . :sults: 15 ar
(D20) 6 1.68 (s, 3.5, hydrazine bishydra?one), 1.73 (s, 1.5, hydrazine
monohydrazone), 1.74 (s, 1.5, ﬁ—CD-NHNC(CH3)2), 1.80 (s, 1.5,
hydrazine monohydrazone), 1.83 (s, 1.5, ﬁ-CD-NHC(CH3)2), 1.92 (s,

3.5, hydrazine bishydrazone), 2.10 (s, 1.3, (CH3)ZCO), 3.05-3.79 (m, 42,
H-2, H-3, H-4, H-5, H-6), 4.94 (m, 7, H-1).

Addition of a slight excess of acetone to a sample of 3 that did not
contain free hydrazine afforded the following spectral results: 1y
(Dy0) 6 1.75 (s, 2.4, B-CD-NHNC(CH3),), 1.82 (s, 2.4,

B-CD-NHNC(CHq),), 2.14 (s, 8.3, (CH3)2CO), 3.03-3.84 (m, 42,
H-2, H-3, H-4, H-5, H-6), 4.98 (m, 7, H-1); FAB mass spectrum (DMSO), m/e
1190 (M*+1) for B-CD-NHNG(CHj),.

6-deoxy-6-N-hydroxylamino-g8-cyclodextrin (5). A stirred solution

of NHZOH-HCI (15.3 g, 220 mmol) in 1.3 M3aqueous NaOH (300 mL) was

reacted with SCD-OTs (l1.4 g, 8.8 mmol) at 90 C for 3 h. The solution
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was cooled, filtered and .oncentrated to 75 mL. The resulting concentrate
was slowly diluted with a 1:1 solution of EtOH/2-propanol (1500 mL) to give
a white ppt which was filtered and twice disolved in Hy0 (50 mL) and
concentrated to 20 mL. The now alcohol free solution was lyopholized to give
the desired product as a fluffy white solid. (8.7 g, 86% yield): 1y R
(DMSO-dg) & 2.83 (dd, 1, CHpNHOH), 3.17-3.43 (m, H-3, H-4,

CH,NHOH), 3.55-3.79 (m, H-2, H-3, H-6, H-5'), 4.05 (s, 6, C¢c-OH), 4.82

(d, 7, H-1), 5.86 (m, 14, C3-OH, C,-OH), 7.14 (s, 1); L3c MR

(DMSO-dg) 6 54.67 (C-6'), 59.98 (G-6), 68.28 (c-5'), 71.77

(substituted glucose unit), 72.59 (C-5), 72.32 (C-3), 73.00 (C-2), 81.06
(substituted glucose unit), 81.56 (C-4), 84.36 (substituted glucose unit),
101.97 (C-1); FAB mass spectrum, m/e 1173 (100%, M'+Na), 1151 (95%,

Mte1).

The above sample contains a small amount of NaCl, as determined by
microanalysis. A salt-free preparation for elemental analysis was obtained
using the free base form of NH,OH (50% aqueous solution obtained from
SACHEM, Austin, TX), which was identical to the sample obtained using
NH,OH-HC1 by TLC and NMR.

Anal. Calecd. for Ca2H71N1035~9H20: c, 38.44; H, 6.84; N,

1.07. Found: C, 38.79; H, 6.31; N, 0.81. (Note: altho;gh the observed H
analysis varies from the theoretical by 0.53%, all other characterizations

are consistent with the proposed structure.)
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Conclusions

i
i

The mounting of a-nucleophiles ontd}the primary side rim of

B-cyclodextrin affords new a-nucleophiles that can bind potential

substrates. Because hydroxylamine is much less basic than isosteric amines,

it shows high reactivity at physiologicai pH.

1)
2)
3)
4)

5)

6)

7

8)

i
i
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Recognition of Chemical Markers for Biodetectionin GC/MS Data: Feature Selection, Fingerprinting,
and Discriminant Analysis '

UV Resonance Raman Rapid Detection and Identification of Single Bacterial Cells
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DETECTION STRATEGIES FOR TREATY VERIFICATION: A FIELDABLE SYSTEM FOR
SAMPLING AND ANALYSIS OF CW STOCKPILE

S.F. Hallowell, M. J. Heyl, D. J. Reutter

Research Directorate, U.S. Armmy Chemical Research, Development and
Engineering Center, Aberdeen Proving Ground, MD 21010-5423

Research Funded by: Defense Nuclear Agency (DNA)

ABSTRACT

The evolving multinational treaty to end CW production and stockpile makes
provisions for sampling and analysis of stockpile content in the least intrusive
fa§hion possible, with analysis preferably done on-site during the inspection.
The purpose of analysis of some select items from the chemical stockpile is to
verify compliance with the treaty. Chemical analysis of selective items must be
done quickly, in order guide inspectors during the inspection. However, the
quality of the data must be quite good, with the risk of false results minimal:
the data must withstand legal scrutiny by the international community. Here,
we discuss our techmical approach to sampling and analyzing contents of CW
items to determine compliance with a CW treaty.

The overall treaty verification program objectives are to examine thc
evolving treaty, to identify different scenarios that will require verification,
and to present a range of options to the policy community on what activities
are necessary to assure compliance with the treaty. The program focuses on
evaluating existing technologies against verification requirements: a basic
guidance is to avoid major development programs to develop new items.
Therefore, existing sensors, detection systems, and sampling and analysis
protocols are evaluated for suitability in this program. Once potential
cquipment/procedures are identified, subsystems are developed in order to
produce scenario specific protocols for verification.

Ten distinct verification scenarios have been identified that will
probably require inspection activities. The first five scenarios address
scenarios that are involved in the initial declaration of a CW stockpile, and the
subsequent elimination of the stocks and production facilities. Inspections for
these situations examine whether the host country is in compliance with
treaty agreements. Three more scenarios are related to allowed industrial
activities that are pertinent to the CW treaty including production of small
quantities of CW compounds, production of precursor substance, and
production of CW related substances. The last two scenarios arc challenge
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situations in which it is believed that a host country has either illegally used
or produced stockpiles. A key issue is the role of sampling and analysis in
verification activities. The questions that: must be answered include "Is sample
acquisition and subsequent chemical analysis a necessity for verification? If
so, where and how will the sample be analyzed? What level of quality must be
achieved in reporting a result that must be defended as being correct to the
international community?" There are also a number of other anciflary
concerns with sampling and analysis, including waste management, transport
of surety material across international borders and safety of inspectors that
must be addressed.

Examination of each verification scenario against these questions
suggests that sampling and analysis are probably not appropriate for all
scenarios, but may be ecssential to establish verification for some scenarios. We
have identified that samp!mg and analysis -could be a useful part of
compliance inspection regimes addressing! CW stockpile declaration,
-destruction of CW stocks, production of CW materials at small scale facilities
and production of precursor or CW related material materials, Sampling and
analysis would be an essential part of inspection regimes for noncompliance
scenarios including investigation of use of CW compounds or ciandestine
production/stockpile. ~However, the kinds of samples acquired, the kinds of
chemical analyses done and the level of quality of the results may very quite a
bit. For instance samples acquired for comphance inspections will mostly be
of neat material. Qualitative identification is more important that quantitation,
and quality control measures need not address absolute quantitation, In
contrast, for a challenge inspection, results must be legally defensible to the
" intemational community, since the finding of noncompliance to a treaty - could
lead to international sanctions against the offending country. The evolving
treaty identifies a number of rights and obligations of both inspectors and the
host country that are pertinent to sampling and analysis concemns.
Additionally, the treaty mandates that analysis be performed on-site, if
possible. It also calls for verification activities to be conducted in the least
intrusive manner possible, along with a number of other guidances.

" After these kinds of initial assessments, both equipment and potential
laboratory configurations must be identified that will fulfill requirements for
sampling and analysis within the constraints of the treaty. The CRDEC treaty
field test program has been designed to develop and validatc operational
concepts for each scenario. The three basic stages include the developmcnt of
a baseline survey, an equipment field trajl that identifies potential equipment
and procedures that can be used, and ﬁnally a system field demonstration of
operational concepts. This paper focuses ion the program for S!OCkplle
declaration (scenario 1). The basic verification aims for this situation are to
confirm the accuracy cf the host countries declaration, and to ensure that no
undetected removal of chemical munitions occurs. Sampling and analysis play
a small, orchestrated part in the overall activities that occur which include
bunker inventory, physical measurements and secure and monitoring
activities. It is arguably the most technically demanding and expensive
activity, requiring both instrumentation and skilled operators.

In order to sample munition contents, a sample plan was developed that
called for a limited number of chemical items to be drilled and tapped, with
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filler material tested for chemical identity. We adopted a criteria of 90%
confidence that the stockpile was at least 90% as the host state declared it to be.
This plan identifies that 22 munitions must be sampled, with results in .
agreement with host declared contents. Our initial equipment trial evaluated a
number of pieces of equipment (developed for other applications) for
suitability in this program. This included specialized glove boxes developed for
depot use to handle leaking munitions (the so called Ammunition Peculiar
Equipment (APE models 1981 and 1982), a number of reagent based detector
systems including both military and commercially available items, (M8 paper,
M272 water test kit, M256A1 dctector kit, M-18 kit and Dracger tubes), Army
developed detector systems designed for field use (Chemical Agent Monitor,
MM1) Amy depot monitoring systems (Minicams, DAAMS tubes), industrial
ficldable detector systems (Viking Spectratrak 600 GC-MS, Miran portable IR),
liquid handling systems, and other detector systems. The basic technical issue
was the suitability of applying equipment that was developed for other
purposes for this program. The APE's had to be modified to accommodate
sample lines. Most of the reagent based systems suffer from various degrees of
false positive response to other chemicals, but are quite appropriate as safety
measures where false positives are highly acceptable but not false negatives.
Some systems, like the Minicams, are much more sensitive than they need bc
for this application. The MMI was designed for battlefield use, but lacks certain
hardware and software features that allow its use as an analytical device. At
the equipment field trial, all equipment was evaluated with respect to
intrusiveness to host, effectiveness (defeatability, difficulty, and

performance) and cost. The field trial identified that the most suitable items
would be the APE's, M-8 paper with Draeger tubes, and a combination of two
out of three, Miran portable IR, Minicams, and Viking GC-MS. Additionally, a
mobile lab equipped with a GC/FPD and GC/MS could analyze dilute liquid
samples. Another finding from the field trial was that if verification of
contents was done at the site of the APE 1982, environmental controls would be
necessary for the Minicams, since the APE 1982 is located outside. This lead ‘to
the development of a highly mobile detector lab. This was, in essence, a van
designed to house two functional Minicams, a GC-MS, a sorbent tube collection
system, and ancillary equipment. The van was modified to accommodate heat
traced teflon sample lines from the APE's to the instrumentation, in a closed
loop fashion, with effluent flushed back into the APE's. The van was designed
to be accompanied with a portable power generator that could support 6
kilowatts in order to run the instrumentation, if power was not available.

Having completed the equipment field trail, threc basic systems of
sample acquisition and analysis were evaluated. Firstly, the utility of using
reagent based colorimetric indicators (such as Draeger tubes or M-8 paper)
was evaluated. The tests were performed within the APE glove box by
operators wearing Army level B protection. Secondly, the analysis of head
space vapor from the munition fill was evaluated. This was accomplished by
connecting the Viking GC-MS and Minicams detectors located within the
sample van to the the interior the the APE with 50 foot heat traced sample
lines. The third sampling and analysis systcm that was evaluated was simply
the acquisition of a neat sample of munition fill, the dilution of it, and
transport to the location of a satellite laboratory with the appropriate chain of
custody. The system evaluation criteria included assessments of the
compatibility of equipment, set up time, complexity of operation, turn around
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time for analysis, quality of data, field ruggedness, operational requirements,
waste management, operator skill, and transportation requirements. Findings
of this exercise suggested that the performance of reagent chemistry at the
site of sample acquisition is useful for preliminary confirmation of agent
identity. The acquisition of dilute liquid samples from munitions or bulk:
containers for analysis at a modular lab is probably the best primary method
for verification. This modular lab could also be used to analyze sorbent tube
samples taken with small battery operated' pumps from either the chemical
item, or as a sample taken for first entry monitoring into and igloo. The
modular lab should contain two out of the following three detector systems:
Minicams, Miran 1A, Viking GC-MS. The sample van was a little cramped, but
demonstrated that it could serve as a modular lab. Because of the amount of
time required to start up Minicams (approximately 1-2 hours during full
systems demonstration) it seems be less time and labor intensive to locate the
modular lab in the vicinity of sample collecting activities, with transport of
samples to lab site, rather than locating the van several times during the day.
The relocation of the sample van to multiple sites during one day requires the
complete shut down of all instrumentation contained within it, and set up and
calibration time after relocation takes too long. Analysis of vapor (head space)
samples during the sample process yielded immediate, dramatic confirmation
of chemical identity with typically about 12 minutes turn around time. It does
not produce chemical waste. However, this operation is fairly complex and
requires careful engineering control, since small quantities of agent vapor
are introduced in a closed loop fashion into: the sample van, and this is not the
system of choice.

CONCLUSIONS

On site sampling and analysis of chemical items as a part of a treaty
verification inspection of chemical stockpiles is technically feasible. The best
procedure seems to be the use of reagent based detector kits as preliminary
agent verification screens during the sampling procedure, followed by the
preparation of dilute samples that are transported with chain of custody
procedures to the site of a highly mobile lab. The sample identity should be
confirmed using two different physical methods of detection in order to
minimize the possibility of false positive results. In this exercise, we used a a
gas chromatograph equipped with a MS detector and a gas chromatography
equipped with a flame photometric detector for verification of sample identity.
However, we recommend that instruments with three different kinds of
detectors be bought along on inspections, wuh two out of three instruments
used on any given inspection.
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BIODETECTION OF BACTERIA BY PYROLYSIS AND MASS SPECTROMETRY

Alvin Fox
Department of Microbiology and Immunology
University of South Carolina
* Columbig, S.C.

ABSTRACT

Biodetection, involving mass spectrometry, requires identification of chemical
markers present in tarﬁet organisms ée.g. Bacillus anthracis) and absent in others. After
release from whole cell polymers and derivatization complex mixtures of bacterial sugar
and fatty acid isomers are readily distinguished by %as chromatography-mass spectrometry
(GC-MS), but this is difficult to achieve routinely f' MS-MS. Some of these compounds
can be recognized after pyrolysis (e.g. anhydrogalactose derived from galactose of B.
anthracis). Polar substances (e.g dipicolinic acid found in spores of bacilli) may be
amenable to analysis by MS-MS, but will not pass readily through a GC-MS system;
instead the pyrolysis product pyridine is often studied. Some compounds (g.g. butenoic
acid pyrolytically generated from the bacterial stora_.lgﬁ compound, hydroxybutyrate) are
amenable to analysis by both GC-MS and MS-MS. Thus MS-MS and GC-MS have their
distinct advantages and disadvantages in ana.l!sis of specific chemical markers, (DeLuca,
Sarver, Harrington, and Vorhees, 1991; Gilbart, Fox, Morgan, 1990). Our current
strategy involves defining primary markers for key biological agents using
chemotaxonomic principles; this usually employs derivatization and GC-MS. The
significance of the marker in discrimination among bacterial species is assessed by
analyzing multiple strains of relevant bacterial species. Subsequent analysis by pyrolysis
followe by GC-MS (py GC-MS) and py MS-MS is vital in assessing the utility of
"secondary"” chemical markers derived from these compounds. Studies in grogress to
determine the carbohydrate profiles of the vegetative and spore forms of strains of
Bacillus anthracis and Bacillus cereus are presented as an example of some of the steps
involved in identification of "primary" chemical markers.

INTRODUCTION

Biodetection using mass spectrometry must ultimately be based on the presence of
chemical markers present in specific organisms (e.g. Bacillus anthracis and absent in other
bacterial species (e.g. B. cereus). In the case of sporulating organisms differences between
vegetative cells and spores must be documented. Pyrolysis MS-MS or GC-MS can
identify compounds generated from chemical markers ("secondary chemical markers").
Primary chemical markers must first be defined that have validity based on taxonomic
principles. This can be achieved by examining multiple strains of relevant bacterial
species. Figure 1 outlines a modular approach to solving the problems of biodetection
which involves integrating the expertise of mass spectrometrists, microbial
chemotaxonomists and computer experts in solving some of the basic research problems
in applﬁf olysis and mass spectrometry to rapid biodetection. The remainder of this
article will be concerned with current progress in defining some of the chemical markers
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gresent in vegetative and sporulating B. anthracis which may of use in their differentiation
om other bacilli (an example of Module 1).

Figure 1. Modules in developing a biodetection scheme based on chemical markers

MODULE 1: Identification of primary chemical markers by derivatization and GC-MS
(or liquid chromatography-mass spectrometry without derivatization).

MODULE 2: Identification of secondary chemical markers by pyrolysis and GC-MS
MODULE 3: Identification of secondary chemical markers by pyrolysis and MS-MS

MODULE 4: Computer assisted searching of bacterial chromatograms for primary and
secondary chemical markers "

MODULE 3: Computer assisted automated use of chemical markers in biodetection

Many aspects of the taxonomy of bacilli remain unresolved and additional studies
are clearly needed, especially comparisons of their ribosomal RNA (Claus and Fritze,
1989). B. anthracis and B. cereus are closely related species that differ in few
characteristics (Ezell, Abshire, Little, Lidgerding and Brown, 1990). Indeed B. anthracis,
has a high de%ree of genetic homology with B. cereus as well as B. thuringiensis as
demonstrated by DNA-DNA hybridization (Kaneko, Nozaki and Aizawa 1978). Fatty
acid profiles of these three species are also similar (Lawrence, Heitefuss and Seifert,
1991, 16S TRNA cataloging places B. megaterium, B. cereus and B. subtilis in a cohesive
group with B. subtilis as the most distantly related; this study did not include strains of B.
anthracis or B. thuringiensis (Stackebrandt, Ludwig, Weizenegger, Dorn, McGill, Fox,
Woese, Schubert, and Schleifer, 1987).

Demonstration of production of lethal toxin by B. anthracis is a reliable way of
identifying anthrax strains, Alternatively, B. anthracis can be differentiated from B. cereus
and B. thuringiensis by the presence of the cell wall galactose-N-acetylglucosamine
polysaccharide using monoclonal antibodies, These monoclonal antibody do not
recognize galactose in B. anthracis spores (Ezell, Abshire, Little, Lidgerding and Brown,
1990%. From this work it is unclear whether galactose is absent in the polysaccharide of
thes~ spores or alternatively simply inaccessible due to presence of the spore coat. A
study has been undertaken to define sugars present in both the vegetative and spore forms
of B. anthracis in comparison to other species of bacilli. These chemical markers may
then be exploited in biodetection, once unique %rolysis products have been identified as
previously (Morgan, Watt, Ueda and Fox, 1990; Watt, Morgan and Fox 1991).

METHODS

B. anthracis is only highly pathogenic if it: contains two virulence plasmids. PX01
encodes the lethal toxin, whilst PX02 codes for genes involved in synthesis of the
gyglutamic acid cagsule necessary for survival in the host (Ivins, Ezell, Jemski, Hedlund,

istroph, Leppla 1987). Non-pathogenic strains of B. anthracis lacking one or both of the
two virulence plasmids were kindly donated by Dr Stephen Leppla, Fort Detrick,
Maryland. Two "avirulent” strains (one containing PXO1 and one PXO2) could
potentially generate a daughter "virulent® strain possessing both plasmids. Thus safe
microbiological practices are essential. Strains of B. cereus were obtained from the
American ture Collection.
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Bacilli were grown in nutrient broth with shaking at 379C, since the organisms are
strict aerobes. Under these conditions B. anthracis were present during their first several
days almost exclusively in the vegetative form, but almost totally in the spore form after
several weeks. B. cereus did not readily form spores under these culture conditions.
Although subsequent work has shown plates of B. cereus and B. anthracis readily convert
to spores in a few days at room temperature. Flasks were tightly sealed to avoid
acrosolization, particularly in the case of B. anthracis. The organisms were harvested by
centrifugation, washed three times in distilled water and sterilized by autoclaving. In this
fashiongboth vegetative and sporulating cells were harvested from the same media.
Sporulation was assessed by staining with malachite green or phase contrast microscopy.

Carbohydrate profiles of bacilli were determined as alditol acetates. Five mg of
each sample were 131' rolyzed in 2 N sulfuric acid. The mixtures were then neutralized
with N,N-dioctylmethylamine. The aqueous phase was passed first through a C18 column
to remove hydrophobic contaminants and then aldoses reduced with sodium
borodeuteride. Acetic acid-methanol (1:200; vol/vol) was added several times, and the
samples dried to remove borate, which otherwise inhibits the acylation reaction. The
alditols were then acylated with acetic anhydride at 100°C overnight and then extracted
with acid and alkaline solutions to remove polar contaminants. -MS analyses were
carried out with a mass-selective detector (model 5970; Hewlett-Packard Co., Palo Alto,
CA) interfaced to a GC (model 5890; Hewlett-Packard) equipped with an automated
%gl le injector and an SP-2330 fused-silica capillary column (Fox, Morgan, Gilbart,

RESULTS

Both vegetative B. anthracis and B. cereus were found to contain ribose, glucose,
muramic acid, glucosamine and mannosamine. Additionally B. anthracis contain
galactose and B. cereus contain galactosamine (see Figure 2 and Table 1). All sugars
gresent were proven to be aldoses (as opposed to alditols) by observation of mass spectra.

or examgle, the mass spectra of non-deuterated alditol acetates of aminohexoses are
dominated by m/z 144 and 360 produced by cleavage between C2 and adjacent carbons
(C1 and C3) in the alditol chain (see Figure 3); m/z 84 is generated from 144 by loss of
acetic acid. When using sodium borodeuteride as reducing agent aldoses (on conversion
to alditols) gain two deuteriums, one of which remains atter acetylation. Thus aldoses
and alditols (after conversion to alditol acetates) can be distinfu.ished by m/z differences
of 1, Mannosamine present in bacilli contained m/z 85 and 145 as predominant ions

confirming its identity as an aldose.

Figure 2. Carbohydrate profiles of vege(tx;ivc (A) B. anthracis and (B) B. cereus ®)
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__Figure 3. Mass spectra of (A) mannosamine from B. anthracis as deuterated
alditol acetate. (B) mannosamine standard as alditol acetate
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Table 1. Carbohydrate profiles of vegetative B. cereus and B. anthracis
Organism Rha Rib Gal Glu Mur GluUN ManN GalN

B. cereus

14579 - 012 0.04 096 014 279 081 096
12826 - 027 0.00 172 030 270 109 120
6464 - 036 0008 133 019 671 141 194
B. anthracis

NNR-1A-1 0.013 052 2.03 059 048 28 076 -
ANH-1 - 025 20 1.10 083 323 073 --
VNR-14-1 -- 052 236 012 051 323 100 --
NNR-1 001 024 3.01 122 173 427 088 -

Rha= rhamnose, Rib= ribose, Gal= Galactose, Glu= glucose, Mur= muramic acid,
GluN= Glucosamine, ManN = mannosamine, GalN = galactosamine.

B. anthracis spores, unlike vegetative cells, additionally contained large amounts of
rhamnose, a 3-O-methyl deoxyhexose (possibly 3-O-methylrhamnose) and low amounts of
galactosamine. Interestingly, both the vegetative and spore forms of B. anthracis contain
galactose. Figure 4 compares selected ion chromatograms of carbohydrates of the spore
and vegetative forms of B. anthracis { - see Table 2). In these chromatograms the 3-O-
methyl deoxyhexose peak is not seen, since the characteristic ion was not monitored. This
sugar peak was obvious in total ion chromatograms, eluting i';ust before rhamnose. This
suggests the existence of a distinct spore polysaccharide in B. anthracis. O-methylated
sugars are relatively uncommon in nature and thus standards were not available. The
mass spectra of O-methglated sugars are dominated b{] breakage of bonds between C-0-
methyl and adjacent C-O-acetyl groups (Carpita and Shea, 1989). For a deuterated 3-O-
methyl demg exose alditol acetate this would produce m/z 203 and 190 as prima
fragments. Other ions, as for other alditol acetates, include loss of acetic acid (m/z 68
e.g. m/z 143 from 203 and m/z 190 from 130 or ketene (m/z 42) e.g m/z 101 from 143
and 88 from 130 (see Figure §
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Figure 4. Carbohydrate profiles of (A) z/f\%etative and (B) spores forms of B. “"".’E%C)‘:‘-

1 na

Gu

Jaaatassloaabtusalosatocaloaatoasbanad

10

Time (min,)

Figure 5. Mass spectra of 3-O-methyl deoxyhexose as deuterated alditol acetate.
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Table 2. Carbohydrate profiles of vegetative and sporulating B. anthracis
Organism O-Me Rha Rib Gal Glu Mur GluN ManN GalN

Dhex
ANH-1
Vegatative -- 0.006 0.58 306 159 126 338 052 --
Spore 004 024 023 277 078 184 447 075 Tr
NNR-14-1 '
Vegatative 0.024 1.04 261 076 074 251 04 -

Spore E)-.19 098 0.71 203 062 174 291 034 029
O-Me Dhex= 3-O-methyl deoxyhexose, Rha= rhamnose, Rib= ribose, Gal= Galactose,

Glu=glucose, Mur= muramic acid, GluN= Glucosamine, ManN = mannosamine,
GalN = galactosamine.
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CONCLUSION

B. anthracis and B. cereus, closely related species of bacilli have distinct
carbohydrate profiles. Both the spore and vegetative forms of B. anthracis contain
galactose as a major sugar. Previous work has suggested that the pyrolysis product
anhydrogalactose may be a useful marker for use in biodetection. The potential utility of
galactose as a marker for B. anthracis is improved by now demonstrating that it is present
in both spore and vegetative forms of the cell. There are major differences between the
carbohydgate composition of vegetative and spore forms of B. anthracis. Interestingly the
spore contains large amounts of rhamnose and a 3-O-methyl deoxyhexose. The
identification of anhydrosugars derived from these compounds on pyrolysis could prove
highly important in deployment of a raé)id biodetection protocol. In a general sense the
work emphasizes the importance of defining in chemical and microbiological terms
bacterial samples before performing pyrolysis GC-MS or MS-MS studies to identify
secondary chemical markers.
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THE RESONANCE RAMAN DETECTION AND IDENTIFICATION OF BACTERIA

S. Chadha and W. H. Nelson, Department of Chemistry
and J.F. Sperry, Department of Microbiology
University of Rhode Island, Kingston, RI 02881

Resonance Raman methods allow the direct detection of chemical taxonomic
markers in bacteria at low concentration in the presence of other cell con-
stituents and other species which interfere with conventional IR or Raman
spectra. For example, with 488 nm excitation (1) chromobacteria exhibit
simple, intense, species-specific resonance Raman carotenoid spectra which
can be obtained from a single cell in pure culture or from mixed cultures.
Conventional Raman and IR spectroscopy do give rise to characteristic spectra
for markers but they suffer from severe sensitivity and interference problems
and lack specificity need in detection. From most bacteria excited in the
visible region conventional Raman spectra are very feeble, show little
spectral detail,. and suffer serious fluorescence interference.

_ Excitation of bacterial resonance Raman spectra in the visible and near
UV regions generally is not advantageous either. In the best of examples re-
sonance Raman spectra of bacterial carotenoids can be susceptible to fluor-
escence interference. However, an even more important reason for not using
visible or near UV excitation is that no bacterial chemical markers of taxo-
nomic significance other than carotenoids are strongly excited in these re-
gions. Fortunately, if spectra are excited at wavelengths shorter than 254 nm
bacterial fluorescence and other background fluorescence is negligible. Also,
a number of compounds of taxonomic significance absorb strongly in the 190-
.260 nm region, and give rise to specific, intense resonance Raman spectra.

The most intense spectra are derived from nucleic acids protein aromatic
amino acids and proline(2,3), calcium dipicolinate(4,5), and quinones(6,7).

Each of the bacterial taxonomic markers shows a simple distinctive reson-
ance Raman spectrum. However, of even greater significance to identification
is the observation that each set of resonance Raman spectra shows intensity
values which strongly and characteristically vary as a function of excitation
wavelength. For example, at 242, 251 and 257 nm, various nucleosides, nucleic
acids, quinones and calcium dipicolinate are selectively excited. At 231 and
222 nm all spectra reflect, nearly exclusively, protein aromatic amino acid
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and proline peaks. At 218 nm excitation the nucleic acid peak intensities
begin to increase again along with those of protein tyrosine and tryptophan.
At 200 nm excitation(8) nucleic acid peaks again become prominent,

Bacterial spectra substantially reflect the tendencies of markers to ex-
hibit peak intensities which are strongly affected by excitation wavelengths.
With 257, 251 and 242 nm excitation bacteria having different DNA nucleic
acid molar base pair ratios show substantial spectral differences. These are
most apparent in the ratio of intensities of the 1530 em™t peak due to cyto-~
sine and the 1458 cm~l peak due to combined contributions of adenine and
guanine. With 242 nm excitation the ratio of the 1530 cm~l and 1485 rm-1
peak intensities has been shown to be proportional to the DNA molar percent
G+C (Figure 1l). This ratio in bacteria can be measured accurately and re-
lated to the DNA molar base-pair ratios even if cultural conditions are
varied substantially(9,10) and the amounts of rRNA vary dramatically.

Excitation with 242 nm light appears ideal for assessing relative amounts
of rRNA and protein as well. The peak excited near 1620 cm~l is due to
tryptophan and tyrosine and its intensity appears to be a rough measure of
total protein. Spectra excited from cultures of different ages (Figure 2)
show much more intense nucleic acid peaks early in the cultural cycle.
Correspondingly, the protein peak is much stronger later. What is clear is
that early in the cycle during the rapid growth stages, the relative amounts
of nucleic acid are substantially greater as reflected by the reduced ratio
of the 1620 cm~l peak intensity to that of either the 1485 cm~l or the 1575
cm=l A+G pronounced nucleic acid peak intensities.

Spectra excited at 231 nm are totally different from bacterial spectra
excited at 242, 251 or 257 nm. The 231 nm spectra suggest that they reflect
protein content and structure almost entirely. Spectral differences between
organisms are modest, but measureable, and, independent of cultural condi-
tions,

Spectra excited at 222 nm resemble those exhibited at 231 nm. However,
differences in spectra due to Gram-type are more pronounced(Figure 3). Also
Spectra appear to have small contributions.due to DNA but not RNA. This is
inferred from the observation that nucleic acid peak intensities do not
appear to be a function of cultural growth rate. Because 222 nm-excited
Spectra may reflect differences in stryctural proteins as well as the nature
of cell walls and DNA composition, these spectra seem most suited to finger-
printing bacteria. Spectra excited at 231 nm also potentially appear useful
as “"fingerprints".

If the exciting line is changed to 218 nm, larger RNA contributions appear.
Since these are dependent upon cultural conditions, 218 nm-excited spectra
appear less useful for fingerprinting. Spectra excited at 200 nm to date
suffer from low signal-to-noise ratias. Still, it is possible to detect
substantial RNA contributions which differ with cultural conditions.

Spectra obtained with 251, 242, 231, 222, 218 and 200 nm excitation have
involved 10 Hz Nd-Yag excitation of rapidly-flowing cells at 1-5 mw average
power. In the bulk sample experiments it has not been possible to determine
sensitivity limits since sample volumes have been relatively large and poorly
defined. To precisely determine the sensitivity limits of the UV resonance
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Raman experiment for bacterial detection we have built a specially-designed
micro-Raman spectrometer capable of exciting single cells and small groups
of cells selectively.

Figure 4 schematically represents the UV Raman micro system. UV laser
light is produced as a continuous wave by frequency doubling the 514.5 nm
output of a Spectra Physics Model 2000 Argon ion laser equipped with a Model
395B cavity extender. A KDP crystal was used within this cavity to produce
the stable 257 nm output. A relatively small fraction of the laser beam
(typically less than 3 mw) was directed by a beam splitter down the micro-~
scope optical axis and focussed onto a 5 micron-diameter spot on the sample
by means of the optical system shown in Figure 5.

The optical system collected the Raman scattered light originating from
the sample and focussed it on the slif of aSpex Triplemate spectograph
equipped with gratings optimized at 250 nm. The dispersed spectra were de-
tected with a blue-sensitive EG&G OMA II optical multichannel analyzer which
was able to obtain a complete spectrum in 16 microseonds. Usually, for the
best sensitivity, scan times of up to one minute have been used.

The optical system shown in Figure 5 required the use of a 90/10 quartz
beam splitter which passed only 10% of the laser beam to the Ealing Optics
36X Cassagrain objective. The Cassagrain objective focussed the beam on the
sample and collected the Raman scattered light. This feeble Raman scattered
light spectrum was then 90% transmitted through the beam splitter and focuss-
ed by means of a quartz lens on the slits of the spectrograph. 8y inserting
a mirror into the optical axis an image of the sample was directed to a video
camera which directed the image of the sample onto a video moniter. The
spot size of the beam at the sample was determined visually for the purpose
of counting the organisms by noting the bright blue fluorescence produced by
the bacteria when illuminated by the UV light. The spot size has been con-
firmed by burning a spot onto a calibrated plate.

Live bacteria were immobilized on glass slides by means of 0.1 M polyly-
sine solution which was allowed to dry on the slide surface before bacteria
were introduced. Recently-cultured bacteria suspended in buffer were applied
directly to treated plates and pressed gently with a cover slip to enhance
adhesion. The wet slide was placed on a cold microscope stage adjusted to
maintain the temperature near O degrees Centigrade. Bacteria maintained in
this fashion could be illuminated for up to one minute without showing changes
in spectra. Spectra were identical to those obtained from flow samples.

Typical spectra of Bacillus subtilis taken from a monolayer of attached
cells, which completely filled the laser beam spot, are shown in Figure 6.
Such spectra are the result of illuminating about 50 cells. By choosing a
section of the plate having a low bacterial density it was possible to excite
bacteria in precisely known numbers. Figure 7 shows spectra obtained fromone
cell of Micrococcus luteus.

Spectra of single cells to date have been of low quality and suggest that
for better results several cells need to be excited. However, considering
the 3% throughput of the spectograph used, conservatively, in practice it will
be possible to increase the signal level by at least a factor of 10 without
changing the optical system or the laser power. Thus, it should be possible
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to obtain single cell resonance Raman spectra of good quality.

The excitation wavelength, 257 nm, is not ideal either. It was chosen
simply because it was the only one available in a CW source. CW light had
to be used if the light was to be focussed nondestructively on the sample to
the extent needed. Fluorscence interference at this wavelength is substan-
tial. Excitation at shorter wavelengths will avoid fluorescence interference
completely and further enhance the signal to noise ratio of the bacterial
. spectra.

It is apparent on the basis of these results that it is possible to de-
tect single bacterial cells using UV resonance Raman spectroscopy. Further-
more, with additional instrument refinements it appears certain that such
spectra will be of high enough quality to allow the use of all resonance
Raman information currently extracted from bulk samples. Hence, it should
be possible to use such spectra for bacterial identification as well.
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IV. TOXICOLOGY

. NOTE: A paper with the following titles was presented at the Conference but is not included in this
document:

The Toxicology of Chromium
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SEDATIVE, HEMODYNAMIC AND VENTILATORY EFFECTS OF FOUR DIFFERENT a,-
ADRENERGIC AGONISTS IN AWAKE CHRONICALLY INSTRUMENTED MINI-SWINE

Byron C. Bloor, Ph.D.
Clifford Kim, M.D.

Department of Anesthesiology
UCLA School of Medicine
Los Angeles, CA

ABSTRACT:

a,-Adrenergic agonists are now recognized to have sedative qualities without respiratory depression
or addiction liability. Sedative, hemodynamic, and ventitatory properties of the o,-adrenergic agonists
A-62033 (A-6) (0.01, 0.1, 1.0, & 3.5 ugkg), YA-II-085 (YA-5), YA-lI-058 (YA-8), and UK-14304 {UK)
(each @ 1, 10, 100 ug/kg) were studied in chronically-instrumented Yucatan Swine. Maximum (transient)
increase in blood pressure {370%) and the least anesthetic effect (13%) occurred with A-62033 while
UK caused the greatest anesthetic effect (83%) with 1/3 less effect on blood pressure than A-62033.
HR was decreased least by UK and most by A-62033. End tidal CO, was not increased by any
compound: indicating that there was no respiratory depression even in the presence of marked sedation.

INTRODUCTION:

The first o,-adrenergic agonist was accidentally introduced into clinical therapeutics in 1962 as an
antihypertensive, prior to knowledge of it's mechanism of action or the complex profile of it's qualities.
As our understanding of this class of compounds has increased, it is being realized that a,-adrenergic
agonists have many characteristics similar to the narcotic class. These effects include reduced vigilance
(i.e. sedation) and analgesia.

Most of the o-adrenergic agonists are not entirely selective for either the o, or a,-adrenoceptor. An
agonist that activates both receptor types can have a complex activity profile. Designing agonists that
activate both o, and a,, (i.e. nonselective) has been and remains beneficial when designing compounds
for clinical antihypertensive use. For example, a,-adrenergic agonists result in arousal (i.e.,
amphetamine effect). The a,-induced arousal effect can offset the sedative effects caused by a,-
adrenergic effects. This allows the antihypertensive effects to predominate with minimal sedation. Thus
far, the majority of the interest in a,-adrenergic agonists has been centered on antihypertensive use,
resulting in the development of compounds optimal for this specific purpose.

The realization that the highly selective ,-adrenergic agonists have qualities similar to the opioids
and the understanding that the opioid Mu receptor and the a,-adrenoceptor activate similar signal
transduction systems has resulted in a new explosion of activity. This has been heightened by the fact
that there are benefits to be gained by exploiting the differences between these systems. In contrast to
the narcotics o,-adrenergic agonists are anxiolytic and provide muscle flaccidity (the opioids cause
muscle rigidity). More importantly, the a,-adrenergic agonists are without clinically-significant respiratory
depresslon or addiction liability. This realization has now stimulated considerable research into the non-
antihypertensive uses of a,-adrenergic agonists.

When focusing on the anesthetic qualities of a,-adrenergic agonists, there are at least 2 distinct
groups of side-effects that can limit their usefulness: 1) hemodynamic changes resulting from peripheral
vasoconstriction; i.e., increased blood pressure and 2) centrally-meditated hemodynamic effects
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culminating in reduced blood pressure and hear rate.

At least 4 a,-adrenoceptor subtypes have been recognized, albeit the functional significance of these
receptor subtypes is not known. It is anticipated that some, i not all, of the different effects elicited by
o,-adrenoceptors agonists will eventually be attributable to a gwen o,-adrenoceptor subtype. In this way,
side-effects may be minimized.

In an attempt to identify a.-agonists with ~“ferent profiles of sedative and hemodynamic qualities, 4
different o,-adrenergic agonists were studied in chronically-instrumented Yucatan Swine.

METHODS:

All procedures were approved by both the UCLA Animal Care Committee and the CRDEC Laboratory
Anirm2!l Use Review Committee. Prior to experimentation, each pig was acclimated to handling and to
the 1aboratory environment. Each pig was surgically implanted with instrumentation to allow the
meas.rement of cardiac and hemodynamic function. f

Surgical preparation: All surgeries were performed aseptically. The animals were premedicated with
atropine and ketamine (10 mg/kg) following which they were induced by mask with isoflurane {(ISO) (up
to 4.5%) in oxygen. Once deeply anesthetized, the trachea was intubated with a cutfed endotracheal
tube, after which the animal was brought to the surgery room connected to a mechanical ventilator
adjusted manually to maintain normal end-tidal pCO2 (35 * 5)mmHg. A catheter was inserted into an
ear vein and maintenance fiuids starled. Blood pressure was intrasuigically monitored from an arterial
catheter. End-tidal ISO level was maintained at about 2.4% to keep the animal anesthetized throughout
the surgery. A left thoracotomy was performed in the forth and fifth intercostal space to expose the heart.
The aonta, pulmonary artery, azygos vein, circumflex and the left anterior descending artery were
identified and isolated.

Placement of Doppler Probes: All Doppler measurements were made with a 6-channel VF-1 Pulsed
Doppler Flow/Dimension System (Crystal Biotech). Pulsed Doppler blood velocity crystals were placed
around the circumflex and left anterior descending coronary arteries. The cables from these probes were
tunneled subcutaneously to the back just caudal to the scapula. Each cable (or catheter) was brought
out through a separate exit site.

Hemodynamic Measurements: Silastic catheters were placed in the descending aorta, left atrium and
azygous vein (used as a conduit to the coronary sinus). Each catheter was exteriorized. An implantable
electromagnetic fiow probe was placed around the pulmonary arery for continuous measurement of
cardiac output.

After all instrumentation was sutured in place and tested the animal was closed. The animal was
then allowed to recover from the anesthesia under close supervision. Butorphanol (0.5 - 0.75 mg/kgi.m.),
an analgesic, was given as needed for the first 3 days. The wound dressing was changed daily and the
catheters aseptically flushed. Each animal was maintained on ceftriaxone antibiotic therapy for 10 days
postoperatively.

Sedative and hemodynamic determinations: After the swine had recovered from the preparative
surgery (at least 2 weeks), the effects of 4 synthetic alpha,-adrenergic compounds (UK, YA-8', YA-5, and
A-62033) were tested. The implanted probes and catheters were connected to the recording equipment
with the animal positioned awake in a sling. initially, awake baseline measurements were recorded. The
swine was then anesthetized by mask using ISO (up to 4.5%) in oxygen. Once deeply anesthetized,
intubated, and connected to a semi-closed anesthesia circuit the animal was allowed to breathe 1SO
spontaneously at approximately 1.8% in oxygen.

MAC determinations: Minimum Anesthetic Concentration (MAC) is a measure of the minimum amount
of an anesthetic agent necessary to prevent a purposeful movement in 50% of the animals in response
to a painful stimulus (in these studies an atraumatic tail clamp). Many agents {including potent narcotics
and alpha,-adrenergic agonists) are not capable of achieving 1 full MAC by themselves. Testing
compounds in conjunction with a known anesthetic is required. To be able to quantify the
sedative/anesthetic nature of an unknown compound, it is added to the known anesthetic, following which

' YA-lI-058 is also known as medetomidine.
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the known anesthetic is reduced until the same anesthetic level is achieved (1 MAC). If the known
anesthetic can be removed entirely, then the unknown is considered "fully" anesthetic at 1 MAC. [f only
a portion, such as 50%, of the known anesthetic can be removed after being given a test agent then the
unknown is only capable of producing that proportion of the anesthesia (i.e. 0.5 MAC). In this way,
compounds can be measured and assigned a quantitative number as to their efficacy for
sedative/anesthetic action. The known anesthetic in these experiments was ISO. The 1 MAC level was
determined in each animal by standard published techniques for this laboratory.! This was the
anesthetized (Anesth) baseline value. A dose of one of the alpha,-adrenergic agents was then given and
MAC redetermined. All hemodynamic values were recorded at all times. The reduction in the 1SO
requirement t0 maintain 1 MAC caused by an alpha2-adrenergic agent was considered to be the
anesthetic sparing effect of that agent and is reported herein as a fraction of MAC.
Example: If control MAC is 1.8% end-tidal ISO, and if after compound “A" (the

alpha,-adrenergic agent) is given, MAC is reduced to 1.1% end-tidal 1ISO, then the MAC

fraction is 100 x (1.8 - 1.1)/1.8 = 38.9%. Compound A can provide 39% of a 1 MAC

anesthetic or is 39% anesthetic sparing (of 1SO).

Measurements: Aorttic, coronary sinus, and left atrial pressures were obtained from the implanted
catheters. Cardiac output and coronary blood flow were measured by electromagnetic and pulsed
Doppler methodologies respectively. End-tidal pCO2 and ISO levels were measured by mass
spectrometry (Perkin-Elmer #1100). Minute ventilation and respiratory rate were measured using a
pneumotachograph (Validyne #871).

Drug delivery: Ali drugs were mixed in normal saline and given over 2 minutes by syringe infusion
pump. UK, YA-8, and YA-5 were given at the same 3 doses: 1.0, 10 and 100 ug/kg. The three A-62033
doses given were 0.01, 0.1, and 1.0 ng/kg. These doses were selected to provide a broad dose range
(3 orders of magnitude} with the lowest dose having minimal effects.

Data gathering and reporting: Continuous measurements were recorded on both a strip chart and
magnetic tape recorders. Selected intervals were analyzed by computer. MAC determination require that
2 time points be used, one when the animal responds to a tail clamp stimulus, the other when the animal
did not respond. All values are averaged for these 2 time points. For approximately 15 minutes
surrounding the drug infusion, data was analyzed for maximum and minimum values. This allows us to
repont the transient hemodynamic effects. These values are reported as the “peak” values obtained
during the 15 minutes after drug infusion. .

Statistical analysis was performed using analysis of variance for repeated measures for intra-group
differences and general linear models analysis of variance for inter-group differences. Where significance
was found within or between treatment groups, Fisher's LSD was used to isolate the differences.
Ditferences were considered to be significant if probability (p) was less than 0.05.

Results:

Anesthetic effects (see Table 1): The combined 1SO baseline MAC was found o be 1.74 + 0.05%.
A-6 had minimal anesthetic effects, while UK had significant effects at all dose levels. The highest dose
of UK provided 82% of a 1 MAC anesthetic level.

Hemodynamic effects: The combined awake mean anterial blood pressure (MABP) was 111+ 5
mmHg. This was significantly decreased to 72 + 4 mmHg by 1 MAC ISO at the anesthetized baseline.
MABP data is shown in Table 2. The transient (i.e. peak) increase in systemic arterial blood pressure
caused by the rapid i.v. administration of the compounds studied was large, particularly for the highest
dose of A-6. In a pilot study a dose of 3.5 ug/kg resulted in a MABP of 320 mmHg (estimated-transducer
outside of calibrated range). This dangerousiy high blood pressure precluded doses over 1ug/kg being
used in this study. For all compounds by the time of the MAC determination, approximately 30 minutes
following compound administration, MABP returned to a level between the awake control and the
anesthetized baseline.

Heart rate (see Table 3) was increased by the ISO anesthesia when compared to the awake baseline.
The largest reduction in HR occurred concomitantly with the transient increase in blood pressure. This
reduction in heart rate was not associated with any cardiac disrhythmias. Except for the 1 ng/kg dose
of A-6 and the 100 ug’kg dose of YA-5 heart rate returned to a level not significantly different than the
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awake control by the time of the MAC determination,
TABLE 1

Dose 2 Dose 3
A62033 1% 7% | 11% £ 3%* | 13% * 8%*
| Dose 1 Dose 2 Dose 3
YA-II-085 9% £ 4% | 15% £ 2%* | 37% + 9%*
YA-11-058 4%t 4% |20% +5%* | 57% £ 2 %*
UK-14304 20% £ 5%* | 52% + 4%* | 82% + 5%*
— -

TABLE 1. The anesthetic sparing action expressed in % of a 1 MAC anesthetic (mean + SEM})
for the 3 doses of each of the 4 compounds tested. s = p<0.05. 100% would indicate a full 1

MAC anesthetic.
TABLE 2
Compound Awake Anes Dose 1
BL @ MAC
It
A62033 118111
YA-N-085 11745 115413 1288 7814*
YA-I1-058 10612 7616* 15416* 10745
UK-14304 10112 8413* 15623* 9614
— L ————— ———

TABLE 2. The mean arterial blood pressure {mmHg; mean + SEM) is shown during the Awake
Baseline (BL), the anesthetized (Anes) BL, and the 3 dose levels for the 4 compounds studied.
The values shown at "peak"” are taken during the maximal MABP change after the compound
was given. Values shown at "MAC" are the values during the MAC determination
(approximately 30 minutes after dose delivery). s = significantly different that awake baseline,

p<0.05.

TABLE 3 -
Compound Awake Anes Dose 1 Dose 1 Dose 2 Dose 2 Dose 3 Dose 3
+ " BL BL @ Peak | @ MAC @ Peak | @ MAC @ Peak | @ MAC
A62033 10817 128211* 9817 112410 9118 10018 4915 a516*
YA-11-085 114110 125410 111112 124111 8617+ 11046 7817* got12*
YA--058 9413 11213 93112 10544 8114 9916 59£10* 7216
UK-14304 8318 10813 9612 10012 60t4 8749 44£10* 84121

TABLE 3. The heart rate (beats/min; mean + SEM) is shown during the Awake Baseline (BL),
the anesthetized (Anes) BL, and the 3 dose levels for the 4 compounds studied. The values
shown al "peak” are taken during the maximal MABP change after the compound was given.
Values shown at "MAC" are the values durning the MAC determination (approximately 30 minutes
after dose delivery). s = significantly different that awake baseline, p<0.05.
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Cardiac output (see Table 4) was also increased by 1 MAC ISO anesthesia. Simultaneously with
the peak increase in MABP caused by these compounds, cardiac output decreased markedly in the
highest dose groups. The compounds with the largest effects were A-6 and UK the compounds with the
largest increase in MABP. Similar to other hemodynamic parameters measured, following the transient
rise in blood pressure CO also moved toward normal by the time of MAC determination.

TABLE 4

Compound

AB2033
YA-11-085
YA-1-058
UK-14304

1.0:0.2* 0.910.3*

1.6£0.3*

1.640.3 1.940.2 1.940.3

2.110.3

1.610.1
1.740.2*

0.910.2*

TABLE 4. The cardiac output (liters/min; mean + SEM} is shown during the Awake Baseline
(BL), the anesthetized (Anes) BL, and the 3 dose levels for the 4 compounds studied. The
values shown at "peak” are taken during the maximal MABP change after the compound was
given. Values shown at "MAC" are the values during the MAC determination (approximately
30 minutes after dose delivery). * = significantly different that awake baseline, p<0.05.

Coronary blood flow was generally unchanged except for a transient decrease during the peak effect
of the 10 and 100 ug/kg doses of YA-5 and YA-8.

Ventilatory effects: Minute ventilation was not changed by any compound except for the highest dose
of A-6 where ventilation was significantly elevated. End-tidal CO, (see Table 5) was significantly
elevated by 1SO anesthesia alone. End-tidal CO, was not elevated by any compound above the
anesthetized baseline. End-tidal CO, did return to a level not significantly different from control (except
for A-6) by the highest dose.

TABLE 5
Compound Awake || Anesth || Dose 1 || Dose 2 Dose 3
BL BL @ MAC || @ MAC || @ MAC
A62033 3.7403 4.0£0.1 || 42+0.3 || 4.9+0.2
YA-I-085 " 4.0+0.3 481£0.2 || 4.5+03 || 4.6+0.3
YA-II-058 “ 3.6+0.3 5910.6 || 5.910.8 || 53108
UK-14304 || 3.540.2 5.0£t0.6 || 4.310.6 || 4.1:0.6

TABLE 5. The end-tidal CO, (%; mean + SEM) is shown during the Awake Baseline (BL), the
anesthetized (Anes) BL, and the 3 dose levels for the 4 compounds studied. The values shown
at "peak" are taken during the maximal MABP change after the compound was given. Values
shown at "MAC" are the values during the MAC determination (approximately 30 minutes after
dose delivery). > = significantly different that awake baseline, p<0.05.
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DISCUSSION: The four o,-adrenergic agonists studied demonstrated different profiles with regard to
sedative and hemodynamic effects (see Table 6). The anesthetic effects were studied by determining
the required dose of a known anesthetic, 1SO, to produce 1 MAC anesthesia'? and then redetermining
the ISO dose requirement to maintain a 1 MAC anesthetic level after administering the test compound.
With these test compounds the reduction in the ISO requirements ranged from virtually nothing for A-6
to 82% for the 100 png/kg dose of UK (see Tables 1 and 6 for a comparison). Due to the time necessary
for 1ISO washout, a maximum of a 90% reduction in anesthetic requirement can be measured by this
technique. The effects of the UK approached this limitation.

ISO in anesthetic concentration is a known vasodilator, thus the decrease in MABP from 111 (awake
baseline) to 72 mmHg (anesthetized baseline). The 1SO-induced vasodilation also resulted in an increase
in cardiac output and a reflex-induced increase in heart rate. a,-Adrenergic agonists are known
vasoconstrictors. The 4 compounds studied resulted in a wide range of pressor effects. YA-5 had peak
MABP elevations which brought the animals blood pressure back to the awake level, i.e., had little effect.
A-6 was the most potent vasoconstrictor. in doses 1/100th of the other compounds, it resulted in largest
systemic blood pressure increases. At slightly higher doses, 3.5 ugkg, MABP was increased to almost
lethal levels. Increases in blood pressure result in a baroreceptor-mediated reduction in heart rate. The
transient increases in blood pressure (i.e. at peak blood pressure change) were associated with a
concomitant reduction in heart rate and a reduction of cardiac output. These transient peripherally-
mediated effects on blood pressure were the most concerning efects found and most likely could have
been eliminated by a slower dose administration. C

a,-adrenergic agonists result in a centrally mediated reduction in blood pressure, which is limited to
the extent that blood pressure is dependant on sympathetic tone. In these ISO anesthetized pigs no
further reduction in blood pressure was found to result from administration of the o,-adrenergic agonists
studied, suggesting a low sympathetic tone, consistent with the known effects of ISO-anesthesia. a,-
adrenergic agonists are also known to decrease heart rate through a vagally-mediated mechanism. This
effect was present; however, heart rates remained above 70 beats/min, presenting no physiologic
problems (i.e. at the time of MAC determinations). The observed reduction in cardiac output is likely due
to reduced metabolic demand.

ISO is known to cause mild ventilatory depression. This was evidenced by the increase in end-tidal
CO, measured at the time of the anesthetized baseline. - The addition of the o,-adrenergic agonists
resulted in less 1SO being needed to maintain 1 MAC anesthesia. The reduction in the elevated end-tidat
CO, by the a,-adrenergic agonists in this study is consistent with the evidence that these compounds by
themselves are not respiratory depressants®. When the ISO requirement was reduced by the o,
adrenergic agonists, less 1ISO-induced ventilatory depression was present, resulting in the end-tidal CO,
returning toward normal.

Although this study demonstrated differing profiles of effects for the 4 a,-adrenergic agonists studied,
it does not suggest the mechanism(s) producing these dIﬂerences Fulures studies will have to be carried
out to explain why these differences exist. These studies should include examining the extent these
compounds aclivate o,-adrenoceptors and their ability to penetrate the CNS. For example, A-6 may have
it's marked vasopressor action pantially through an a,-adrenoceptor and not have much sedative action
because it does not penetrate the CNS as well as other compounds. Conclusions regarding selectivity
toward o2-adrenoceptor subtypes and functions will have to wait untii these and other possible
explanations are addressed.
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TABLE 6

Compound ]r Maximum Maximal Maximal Maximal
Anesthetic Effect Sustalned Sustained Sustained
. Blood Cardiac Heart
Pressure Output Rate
Change Change Change
A-62033 13% -23% -13% -21%
YA-|1-085 37% -33% +14% -13%
YA-1I-058 55% 0% -26% -23%
UK-14304 82% -5% -50% -0%

TABLE 6. Summarizes the maximum changes seen for sedation, MABP, cardiac output, and
heart rate for the 4 compounds studied. Values are expressed as the mean % change from the
awake baseline.

CONCLUSIONS

The 4 o,-adrenergic agonists studied demonstrated a widely differing profile of sedative and
hemodynamic effects. Rapid injection of these compounds produced transient increases in blood
pressure and decrease in heart rate lasting less than 30 minutes. Slower administration would minimize
these effects. Only slight sustained changes in blood pressure were found. A-6, the compound with the
largest effect on blood pressure was remarkably (100 times) more potent in hemodynamics effects than
the other compounds studied. A dose (outside this study) of 3.5 ug/kg resulted in potentially lethal blood
pressures. Doses of 100 ug/kg of the other 3 compounds resulted in sustained increases in mean blood
pressure of 4 to 44% by comparison to the anesthetized baseline. A-6, the compound with largest biood
pressure effects, had the least anesthetic effect (maximally 13%). UK had a marked anesthetic eflect
yielding 82% of a full 1 MAC anesthesia. This compound had the least sustained changes in blood
pressure or heart indicating that if the drug had been given more slowly the initiat changes could have
been avoided. The reduction in CO is consistent with reduced metabolic requirements produced by the
UK-induced anesthesia. No ventilatory depressant effects of these compounds were found.
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EFFECTS OF SUFENTANIL AND NALMEFENE ON THE AUDITORY
BRAINSTEM RESPONSE (ABR) IN THE FERRET

Sharon A, Reutter and Robert J. Mioduszewski
Toxicology Division, US Army CRDEC, APG, MD

ABSTRACT
ABRs were used to monitor effects of the anesthetic, sufentani}, and the opiate antagonist,

nalmefene, on brainstem activity, in order to prove the hypothesis that ABRs reflect respiratory
depressant effects of sufentanil. Adverse effects on transmission, amplitude, and morphology
were reversed by nalmefene. Reversal of effects paralleled reversal of respiratory depression.
Dynamic changes in amplitude and morphology were interpreted as reflections of central nervous
system drug levels; however, they did not mirror peripheral plasma levels. Electrophysiological |
confirmation is provided of nalmefene antagonism of respiratory depressant effects of sufentanil. i
Peripheral plasma levels are not a good indicator of adverse brainstem effects.

BACKGROUND
Synthetic opiates, such as sufentanil, are potent, rapidly acting anesthetics. Sufentanil is
widely used as an anesthetic agent for humans, but its usefulness is somewhat limited because it
produces apnea (cessation of respiration) as an undesirable side effect. Nalmefene is a long-
acting opiate antagonist.

Although it is generally accegted that ABRs are relatively refractory to drug effectsl, it was
hypothesized that ABRs would reflect the respiratory-depressant effects of sufentanil and that
they would provide electrophysiological confirmation of nalmefene antagonism of those adverse
effects. The hypothesis was predicated by: 1) studies of premature human infants2-3 in which it
was demonstrated that ABRs are abnormal in children who are subject to apnea and 2) recent
studies of the effects in ferrets of carfentanil, another synthetic opiate, in which it was shown that
carfentanil produces ABR abnormalities similar to those reported for human infants subject to

apneadss,

MATERIALS AND METHODS
Neutered, descented male ferrets (Marshall Farms) were surgically implanted with vascular
access ports for intravenous (IV) injection and permitted to recover for at least one week.
Sodium pentobarbital was obtained from Sigma. Sufentanil (N-(4-(methoxymethyl)-1-[2-(2-
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thienyl) ethyl]-4-piperidinyl)-N-phenylpropanolamide-2-hydroxy-1,2,3-propane-tricarboxylate)
and nalmefene (17-(cyclopropylmethyl)-4,5-epoxy-3,1,4-dihydroxymorphinan-6-methylene)
were provided by the Organic Chemistry Branch, Chemical Division, Research Directorate, U.S.
Army Chemical, Research, Development, and Engineering Center, APG, MD. Baseline ABRs
were recorded under pentobarbital anesthesia (30 mg/kg, intraperitoneal injection), and the
animals were permitted to recover for at least one week. One group received sufentanil alone
(10, 31, 100, 318, 1000, or 3180 ug/kg, IV). The other group received a cocktail of sufentanil
and nalmefene (15:1 molar ratio; doses of sufentanil as above). Blood samples were drawn at 2,
10, 30, and 60 minutes post-injection for analysis of plasma sufentanil and nalmefene
concentrations by sensitive and specific radioimmunoassay assay procedures at Harris
Laboratories, Inc., Lincoln, NB. Four animals were tested at cach dose. ABR testing was not
complete on all animals because of limited sleep time at some doses. Body temperature was
monitored via a rectal temperature probe with an analog display (Yellow Springs Instrument Co.)
and recorded at five minute intervals. Ventilatory function was monitored with an "Oxymax"
systemS, beginning at 20 min post-injection. Respiratory pauses were considered to be "apnea”
when breathing stopped for at least 10 sec on at least two occasions during a one minute
measurement period.

ABRs were recorded non-invasively with standard clinical scalp electrodes, affixed with
"EC-2" cream (Grass), using a Bio-logic "Navigator" system. Impedances averaged 3 kOhms.
A notch filter and artifact rejection were employed; linear filters were set at 100 and 3000 Hz;
amplification was about 100,000. The electrode montage was "vertex" (defined as the
intersection between the posterior comers of the eyes and the medial artachments of the ears)
referenced to the right ear. The stimulus was a 19/sec rarefacting click delivered to the right ear
by a tubal insert ear phone. The stimulus intensity was varied between 95 and 0 dB; the auditory
threshold was determined for each animal. Animals with abnormal Baseline ABRs were
excluded from the study. All responses were replicated.

The major components of the response (Fig. 1) were manually identified and labelled using
cursors within the system, Calculations of peak latencies were automatically performed. Data
were plotted off-line. Quantitative data analysis for statistical treatment focused upon the first set
of 95 dB, 85 dB, and 75 dB responses recorded post-injection. (Salient findings were not
intensity-dependent.) Subsequent response pairs were qualitatively analyzed for changes over
time. The parameters which were measured were brainstem transmission time (BST), peak
amplitudes, and peak latencies (Fig. 1). Morphology of responses was observed, but not
quantitated. Statistical analysis was performed using the t-test and linear regression functions of
the "Minitab" program on the VAX mainframe. ‘

FINDINGS
Clinical. With co-administration of sufentanil and nalmefene no apnea was observed and
no deaths occurred--even at the highest dose, 3180 ug/kg, which is approximately 10 times the
LDsg. Although anesthesia was achieved, sleep time was markedly reduced by nalmefene.

Brainstem transmission time. Effects on BST at 20 min post-injection were reported
carlier’. Dose-response effects were minimal when analyzed as a whole; however, analysis of
high (3180 ug/kg) and low (31 ug/kg) doses in the same animals (n = 3) did reveal significant
differences between those doses (data not shown) for the Jater time points (t > 40 minutes).
Since there were no significant dose effects for the first sets of responses (t ~ 20 minutes) the
data were averaged across doses. Sufentanil significantly prolonged the BST. This was
reversed by co-administration of nalmefene. BST's were even shorter with sufentanil plus
nalmefene than for Baseline responses (Table 1)! Although the data were somewhat confounded
by temperature differences between the groups, Baseline BSTs for the two groups were virtually
identical, even though the temperatures were significantly different (100.4 vs 99.7; p<<0.0001).
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Moreover, analysis of changes in the BST over time with temperature decrement (Fig. 2)
. revealed a fairly consistent shift to the right--increased BST with sufentanil.

Figure 1

NORMAL AUDITORY BRAINSTEM
BESPONSE. Ferret 64, pentobarbital
anesthesia, 95 dB stimulus. The horizontal axis
is measured in miliseconds, as represented by
the grid. The vertical axis is measured in
fractions of microvolts, as represented by the
grid. Brainstem transmission time (BST) was
measured as the time interval between waves |
and 4n. Amplitudes were measured as follows:
wave |-from 1 10 1n; wave li-from |l to 1n; wave
lHi-from 1l to 3n; wave IV-from IVto 4n. The
“ampiitude index" is the sum of the individual
ampiitudes of the four peaks.

. Table 1

95 dB BRAINSTEM TRANSMISSION TIME

Sufentanl)
plus

Nalmefene
#22.9410.04

* significantly longer than Baseline; p = 0.000 Key: meangstandard error
@ gignificantly shorter than Sufentanil; p = 0.000 BST in msec
# significantly shorter than Baseline+; p = 0.043

Amplitude and morphology. An "Amplitude Index" for each response was derived by
adding together the individual amplitudes of the four peaks (Fig. 1). To compensate for the
(expected and) observed inter-individual variation, response amplitudes were normalized by
dividing by the Baseline amplitude index for the appropriate stimulus intensity. The drug-
induced effects were very complex. There was no clear-cut dose or drug effect--either for
sufentanil alone or for the sufentanil-nalmefene cocktail (Fig. 3). However, similar to the
findings observed for the BST, animals that received two different doses of sufentanil exhibited
more pronounced or opposite effects at the higher dose (Fig. 4). Similar observations were
made with the cocktail and (data not shown). The most marked changes in amplitude were
observed at the two higher doses of the cocktail (Fig. 3). Under both conditions dynamic

. changes in amplitude and morphology were observed throughout the recording period; this was
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not seen under Baseline (control) conditions. Some animals exhibited amplitude enhancement,
ranging from slight to profound (Figs. 3-5). In such cases, response morphology was usually
better than observed on Baseline recordings (Figs. 4,5), and auditory thresholds were often
lower. Other animals had amplitude depression, ranging from mild to severe (Figs. 3-5). This
was usually accompanied by deteriorating response morphology and increasing auditory
thresholds. Still other animals had initial amplitude depression, followed by amplitude
enhancement and improved response morphology (Fig. 5). Subjectively there was good
correlation between the clinical condition of the animals and the morphology and amplitude of the
responses; animals that were in poor condition had poor responses.

Plasma drug levels. Plasma levels did not correlate with real time changes in amplitude and
morphology observed during the recording session (Figs. 6,7; data not shown for all doses).
No correlation was noted between BST and plasma levels of drug.

Figure 2
4.2 EFFECTS OF BODY TEMPERATURE
4.0+ ON BRAINSTEM TRANSMISSION TIME.
5 381 o Filled symbols = data points recorded
S 36 9 under pentobarbital anesthesia. Open
E. ] aP 3 Qo symbols = data points recorded following
E ool » = administration of 3180 ug/kg sutentanil.
@ 327 . o "2 = 0. A consistent shift to the right was
m RA2 = 0.914 2 = 0.779
3-04 : _ observed at all doses (data not shown).
2.8 However, at the lower doses of
2.6 Frer— ey} - sufertanil, the comelation between body
92 94 CY ] 98 100 102 104 temperature and BST diminished
temperature (oF) markedly. The reasons for this were
unclear.
Figure 3i
5 60 EEFECTS OF DOSE ON AMPLITUDE
o 1]
2 ol 20 mjnutes postinjection. Closed
] ] symbols =sufentanil. Open symbols =
E 400 o sufentanii plus nalmefene. Marked
& 1 inter4ndividual variability is
® 300 ° demonstrated by ampiitude
£ 2004 o o enhancement for some animals and
] 1 - [ | a o amplitude depression for others.
2 1001 a o B § A Individual amplitude enhancement with
® ] . - sufentanil alone tended to be more
o 1 2 a4 marked at the lower doses (espedially at

tog dose (ug/kg) later time points). Individual a
enhancement with the cocktail was most
pronounced at the higher doses.
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Figure 4

DOSE EFFECTS ON ABR AMPLITUDE AND
MORPHOLOGY. Ferret 67, 75 dB stimulus.
The first tracing is the Baseline; the next is the
response foliowing 10 ug/kg sufentanil (~ 20
minutes post-injection); the last two tracings are
the responses following 1000 ug/kg sufentanil
(20 and 40 minutes post-injection,
respectively). Note the marked amplitude
enhancement at the lower dose. Al the higher
dose the amplitude was initially depressed and
then deteriorated further until the response
was lost. The animal was dead the next
morning (the time of death is unknownj.

Figure §

DYNAMIC CHANGES IN AMPLITUDE AND
MQORPHOLOGY. Ferret 836, 75 dB stimulus.
The first tracing is the Baseline, followed by
recordings (in order) from 20-60 minutes post-
injection with 100 ug/kg sufentanil. Note the
initial deterioration of amplitude and
morphology, followed by further deterioration
and lack of reproducibility, then progressive
recovery with utimate enhancement of
amplitude and morphology.
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SUMMARY AND CONCLUSIONS
Sufentanil adversely affects ABRs in the ferret, as evidenced by prolongation of the BST.
The effect is interpreted as a reflection of general brainstem depression. This interpretation is
supported by the finding that no apnea was observed with co-administration of nalmefene, and
there was no prolongation of BST.

Sufentanil has a secondary effect on ABRs--amplitude enhancement and/or depression.
Although a dose effect cannot be directly demonstrated, amplitude enhancement appeared to
occur at lower concentrations--either lower administered sufentanil doses, effective sufentanil
doses reduced by nalmefene, or reduced levels within the central nervous system (CNS) as the
drug a‘lvtgse ?ppamntly metabolized. Amplitude enhancement appeared to be somewhat exacerbated
byn ene.

Peripheral plasma concentrations did not correlate in a real time manner with apparent drug
levels within the CNS, as evidenced by ABRs. This interpretation is supported by the fact that
dynamic changes in amplitude and morphology were observed when peripheral plasma levels
;vfege at a relatively steady state and by the correlation between morphology and clinical condition

In summary: 1) ABRs have been demonstrated to be a potentially useful clinical tool when
respiratory centers may be compromised. 2) Electrophysiological confirmation is provided of
antagonism by nalmefene of adverse effects of sufentanil on the brainstem. 3) Peripheral plasma
levels may not reflect effective drug levels within the CNS. 4) ABRs may be a useful intra-
operative tool for evaluating effective CNS levels of sufentanil and similar agents.

Figure 6
2400 PLASMA LEVELS OF SUFENTANIL
EQLLOWING ADMINISTBATION OF
= 2000 ‘
€ - 1000 UG/KG SUFENTANIL OR
2 1600 . SUFENTANIL PLUS NALMEFENE.
= ' Closed symbols = sufenanil; open
g 120 . symbols = sufentanil cocktail; tiangles =
2 a0 * Fervet 67 (Fig. 4). Contrast this figure (6)
S with the time course in Figure 4. Note
® 400 that Ferret 67's ampiitude and
0 morphology for the 1000 ug/kg dose are

© 10 20 30 40 so eo batlerwhenthe perpheral plasma levels
minutes post-injection - were higher, rather than lower.
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Figure 7

2400 LE FENTA
=~ ] FOLLOWING ADMINISTRATION OF 100
€ 7 UG/KG SUFENTANIL OR SUFENTANIL
£ 1e00 1 PLUS NALMEFENE. Closed symbols =
= 1200 1 sufentanil; open symbols = sufentanil
H cocktall; triangles = Ferret 836 (Fig. 5).
s 80 Contrast this figure (7) with the time
2 400 4 course in Figure 5. Note that the

4 periphera! plasma levels were relatively
o 2 e 20 " Py o oo constant while the ABRS underwent
minutes post-injection marked depression and then
enhancement.
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EVALUATION OF CHLOROPENTAFLUOROBENZENE AS AN INTAKE SIMULANT
Bruce M. Jarnot and Harvey J. Clewell III, Toxicology Division,
Armstrong Laboratory (AL/OET), Wright Patterson AFB OH

ABSTRACT

The U.S. Air Force has been actively developing safe intake simulants for
chemical warfare agents, to provide accurate and quantitative real-time
assessment of troop proficiency and gear efficacy during CW field exercises.
Chloropentafluorobenzene (CPFB) was identified and evaluated as a candidate
inhalation simulant, and was determined to possess desirable physicochemical and
toxicological properties. These include rapid uptake, low metabolism and
toxicity, rapid and predictable clearance, detectability by existing portable
"breathalyzer" technology and by fielded CWA detr:t.rs, realistic canister
breakthrough, and commercial availability.

INTRODUCTION

The US Air Force and other NATC agencies have programs for the development
of intake simulants to live agents for use in cuemical warfare training
exercises., These intake simulants will allow quantitative assessment of troop
proficiency and chemical defense gear efficacy. Inhalation simulants provide
information on inhalation exposure, primarily assessing proficiency of mask use.
Current intake simulants, such as methyl salicylate rely on troop feedback by
sense of smell, and do not allow for quantitative and objective determination of
exposure. For the past several years the Air Force has been developing candidate
uptake simulants that would allow objective quantitation of inhalation exposure,
allowing real-time prediction of decrement in performance had the exposure been
to a live agent.

BACKGROUND

In a 1982 study funded by the Air Force, A. D. Little developed a list of
candidate chemical simulants for the agents sarin, soman, and tabun'. Vvapor
pressBure was used as the initial screening criteria, with acceptable candidates
designated as volatile (0.27-2.1 mmHg), intermediate (0.03-0.27j), low
(0.0001-0.03), or non-volatile (less than 0.0001). From available sources, a
list of 120 compounds falling into one of the four vapor pressure categories was
compiled. These candidates were further screened through a literature search
based on chemical properties, available toxicological data, and detection in body
fluids. The list was narrowed to seven candidates: Four volatile (dimethyl
sulfoxide, dipentene, butanethiol, and hexanethiol) and three intermediate
{methyl benzoate, benzyl alcohol, and octanoic acid). While none of the
compounds fully met all Air Force specified criteria, all had documented approved
human exposure. A more exhaustive search for compounds having low or
intermediate vapor pressure yielded six chemicals which met a majority of
physical criteria and had low toxicity: diethyl sebacate, dibenzyl ether, isocamyl
benzoate, a?ilyl phenylacetate, n-octyldecanethiol, and phenylethyl
phenylacetate®. During this period, the Air Force Toxic Hazards Division also
evaluated the toxicological risk associated with dimethylmethylphosphonite
(DMMP), which had been proposed as a general Air Force training simulant.
Possessing similar physical characteristics to organophosphate nerve agents,
detectability with agent field detectors, and having low acute toxicity, DMMP
appeared to be an ideal agent simulant. However, toxic ?ffects seen after
longer-term exposure, including testicular atrophy in rodents’, precluded its use
on troops. The compounds identified by A. D. Little as candidate simulants all
failed to satisfy the minimal criteria for an acceptable uptake simulant when
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re~evaluated by the Air Force. The primary deficits involved detectability and
biological inertness; due to extensive and often complex metabolism, it would not
be possible to quantify exposure by measuring the compound or a single metabolite
in a bodily fluid. Rather than continue to screen the literature for acceptable
‘compounds, an alternate approach was developed: the requirements for a simulant
would be defined, and a compound developed to meet these criteria®. In
particular, selection was to be based on:

resistance to biological metabolism;

partitioning properties between air, blood, and tissues;

physical characteristics (to generate realistic exposures);
detectability in low concentration.

INTAKE SIMULANT DEVELOPMENT

Perfluorocarbons were initially chosen as the class of compounds to be
investigated based on their relative detectability and biological inertness. It
was determined, however, that perfluorocarbons were not sufficiently taken up by
biological tissues to serve as an intake simulant, so compounds in which one or
more of the fluorines was replaced by another halogen were also investigated.
Replacement of a fluorine by bromine significantly increased tissue solubility,
but also lead to rapid metabolism. Substitution with chlorine instead of bromine
gave compounds with intermediate properties. Of the seven commercially available
fluorohalocarbons evaluated in the study’, chloropentafluorobenzene (CPFB) was
identified as the most promising candidate, providing good detectability,
desirable partitioning characteristice, relative biological inertness, and
acceptable physical properties.

Figure 1 shows the results of gag uptake analysis of CPFB. 1In the gas
uptake analysis, several animals are maintained in a closed chamber, and the air
is continuously recirculated. Oxygen is replenished and carbon dioxide is
scrubbed as necessary to maintain stasis.: A known amount of a volatile chemical
is then added to the chamber, and the concentration of the chemical in the
chamber ies monitored over time. The rapid initial decline in the chamber
concentration of CPFB seen in Figure 1 is due to uptake by the animals' tissues
and demonstrates that CPFB is readily absorbed. Following the tissue uptake
phase, any further decline in chamber concentration would indicate loss of
chemical due to metabolism. The fact that the concentration curve for CPFB
almost levels out after the first few hours reflects the fact that CPFB is not
extensively metabolized. By way of comparison, the chamber concentration of
bromopentafluorobenzene decreased by more that 20% between hours 3 and 6 under
the same conditions. A physiologically based pharmaco-kinetic (PB-~Pk) model for
CPFB was developed, and the closed chamber data was analyzed to quantify the rate
of metabolism. 2t was determined that metabolism was first-order, with a rate
constant of 2/hx". .

SIMULANT EVALUATION: PHYSICAL PROPERTIES
As shown in Table 1, CPFB is a volatile, non-flammable liquid with a very
high vapor density (which helps to prevent excessive vertical dispersion when
released). It is unreactive and is compatible with essentially all materials;
therefore it does not present any unusual storage or handling difficulties.

Table 1: Physical Properties of CPFB

Chemical State (20°C) colorless liquid
CAS Registry Number 344-07-0
Chemical Formula C.ClF

Molecular Weight , 262. 1

Boiling Point (°C) 102.0

Flash Point (°C) not flammable
Liquid Density (g/ml) 1.66

Vapor Density (x air) 7.0

Vapor Pressure (Tmhg, 20%) 4.1

Volatility (mg/m’) 1.53 x 10°
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Figure 1 Computer simulation (solid line)
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Figure 3 Computer simulation (solid line)
vs. observed data (+) for four rhesus
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ppm CPFB exposures.
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Agent Mimicry CPFB possesses physical properties appropriate for the generation
and maintenance of a reasonable field exposure environment, and the simulation
of a non-persistent CW agent (see Table 1). Canister penetration studies (Figure
2) indicate CPFB is readily adsorbed by a dynamically conditione? (80% RH) carbon
filter with a capacity (Ct) of approximately 480,000 mg min/m’. Using a 4000
mg/m3 challenge and a 3¢ L/min 80% RH airstream, CPFB had a breakthrough time of
120 minutes. The penetration profile after breakthrough is fairly steep, and is
congistent with the behavior of many other organics with boiling points near
100°c.

Exhaled Air Analysis To assure that measurement of CPFB in exhaled air could be
used to determine total exposure, a study was conducted in which rats were
exposed by inhalation for 1 hr. to CPFB at 300, 600, and 12%0 ppm, and expired
CPFB concentrations were monitored for 1 hr post-exposure’. Exhaled breath
concentrations an hour after the end of the exposure were still greater than 1%
of the exposure concentration. The PB-Pk model for CPFB was modified to utilize
actual measured ventilation rate data, and was then used to demonstrate the
ability to accurately estimate exposure concentration on the basis of
post-exposure exhaled breath analysis. As a further evaluation of the breath
analysis concegt, inhalation exposures to CPFB were conducted on 8 anesthetized
rhesus monkeys®. CPFB concentrations in expired breath were measured during and
after 15 min. exposures at 300 ppm. The PB-Pk model was again used to relate
exposure concentration and exhaled-air concentrations. The results are shown in
Figure 3. The continued presence of significant concentrations of CPFB (greater
that 1% of exposure concentration) in exhaled air more than 20 minutes following
the exposure, and the ability of the model to relate exposure and exhaled air
concentrations demonstrate the feasibility of using breath analysis for exposure
determination in field exercises,

Field Analygis Since CPFB is perhalogenated, it is well suited to real time
detection at low concentrations in the environment or in exhaled breath using a
direct reading sensor or an electron capture detector (ECD). Figure 4
illustrates the linear response of a direct reading chlorohydrocarbon sensor
(Transducer Research Inc, Naperville, IL).to 2-100 ppm CPFB. This sensor would
be well suited for field detection, providing suitable sensitivity and excellent
selectivity without 0, or H,0 interference. With only minor modification, an
off-the-shelf portable explosives vapor analyzer (Scintrex, Concord, Ontario,
Canada) utilizing an electron capture detector could serve as a portable CPFB
breathalyzer, providing detection to 1 ppt by volume. This would provide a
method for non-~invasive, real time assessment of troop exposure using exhaled
breath without the need for sample preconcentration.

CPFB is commercially available {Aldrich Chemicals, Milwaukee, WI)
at reasonable cost in liter quantities. Larger volumee could be produced at
significantly lower coet (Bristol Chemicals, U.K.). Ae CPFB is a neutral, non-
reactive and non-flammable halocarbon, it presents no problems in routine
handling or transport. ‘

SIMULANT EVALUATION: TOXICOLOGICAL STUDIES

In order to assure that CPFB could be safely used as an intake simulant, a
number of studies were performed to evaluate its potential toxicity. These
studies were designed to elucidate any short~term or chronic effects, and to
asgess the likelihood that CPFB could be carcinogenic or teratogenic.

Acute Toxicity The primary irritation hazard, sensitization_potential, and acute
inhalation toxicity of CPFB were evaluated by Kinkead et al/. CPFB demonstrated
no potential for skin sensitization in tests on guinea pigs, and was only a mild
skin and eye irritant in rabbits. Short~term exposure to CPFB vapor poses no
serious hazard by the inhalation route as all rats survived a 4-hour exposure to
an upper limit concentration of 4.84 mg/L (581 ppm), a concentration much higher
than that which is likely to be encountered in the field. Similarly, oral
dosing8 indicates an LDy, of greater than 5 g/kg, which would classify CPFB as
*practically non-toxic",
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ut city/Genotoxicit CP?F was tested for potential genotoxic activity by
three different laboratories’ 01! uaing a battery of in vitro assays. The first
attempt to perform these assays’ was compromised by experimental difficulties
asgociated with the tendency of CPFB to precipitate out of solution and to
dissolve the dishes. In the second study'”, it was again noted that CPFB
dissolved the standard plastic dishesf go the study was performed in specially
designed glass dishes., A third study ' was performed by a reference laboratory
gince the results of the first two studies seemed to be somewhat equivocal. CPFB
does not appear to be mutagenic. The Ames Salmonella reverse mutation assay was
uniformly negative in all studies, both with and without the addition of a rat
liver S9 metabolic activation system. Similarly, all of the laboratories
obtained negative results when CPFB was tested in mammalian cell culture for
mutagenic activity at the HGPRT locus in Chinese hamster ovary cells. The
results of tests for genotoxicity were less consistent. There was some evidence
of CPFB-~induced sister chromatid exchange and/or chromosomal abberation in the
earlier studies, but the final study detected no increases in chromosomal
aberrations and only observed sister chromatid exchange with the addition of
liver S9 metabolic activation. In the case of the assay for unscheduled DNA
repair synthesis in primary rat hepatocytes, the first study suggested that CPFB
produced increased repair of DNA damage; however, both the second and third
studies failed to confirm this finding. Cell transformation results were also
variable, with only the second study showing any indication of an ability of CPFB
to induce morphological transformation in vitro in BALB/c-3T3 cells. To resolve
the question of whether CPFB could act as a genotoxic or cytotoxic agent under
in vivo cogditions, a 21-day exposure of mice to CPFB at 30, 100, and 300 ppm was
performed1 « Under these conditions CPFB did not induce an increase in sister
chromatid exchange in the bone marrow of the exposed mice, and the rate of
cellular proliferation in the bone marrow was not altered. Similarly, assessment
of the micronucleated polychromatic and normochromatic erythrocyte populations
during the exposures indicated a general absence of genotoxic activity. The
PB-Pk model for CPFB described earlier was used to assess the tissue exposure to
CPFB during this study'®. Based on the modeling, bone marrow tissue exposure to
CPFB during the in vivo study was similar to the concentrations used in the jin
vitro assays. The lack of in_vivo response appears to reflect differences
between the jn vivo and in_ vitro situation rather than failure to achieve
sufficient tissue exposure levels. Full evaluation of the potential for CPFB to
be carcinogenic would require a lifetime animal bicaesay. However, a reasonable
assessment of the likelihood that CPFB could act as a carcinogen can be made on
the basis of the above results, taken together with the rather unremarkable
results of the chronic exposures. CPFB does not appear to be mutagenic, either
in the presence or absence of metabolic activation, and the questionable in vitro
suggestlons of gcnotoxiciiy were not born out by the in vivo studies. 1In
addition, chronic exposure® did not produce any of the tissue changes, such as
peroxisomal proliferation, which typically accompany promotional carcinogenesisg.
Therefore, it is not likely that CPFB would be carcinogenic, even under the
conditions of a lifetime biocassay.

Chronjic Toxjecity Ten Fischer-344 rats and six BEC3Fl mice of each sex were
exposed to 30, 100, and 300 ppm CPFB for 3 weeks'?, Exposure to the highest
concentration caused a reduction in the growth rate of rats, but did not affect
the growth rate of mice. Both rats and mice showed a dose related increase in
liver weightes. Mice showed clear evidence of liver toxicity (hepatocytomegaly
and hypertrophy} at the highest exposure concentration., Another
treatment-related change in the livers of male and female mice and female rats
was an increase in the incidence of single-cell necrosis in all CPFB-exposed
groups. The formation of hyaline droplets in the kidneys of male rats was also
noted, but the severity of the lesion was minimal, and no other kidney effects
were seen. In order to better evaluate the impact of prolonged or repeated
exposure to CPFB, as well as to determine a no-cbservable-affect level, a 13-week
exposure of rats and mice was carried out at concentrations of 1.2, 6, and 30
ppm°. No treatment-related effects were observed at any concentration in either
species. In particular, the single cell necrosis seen in the 3-week study at 30
ppm was not ohserved in the 13-week study at the same concentration. A review
of the tissues from the earlier study confirmed the finding of an increase over
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control, but both the number and severity of the lesions were so slight that it
was felt the finding was biologically unimportant. Thus the only adverse effects
seen were those noted for the 300 ppm exposure concentration in the 3-week study.
A concentration of 30 ppm was therefore recommended as a no-effect level in
humans to protect individuals subjected to repeated inhalation of CPFB for
extended periods.

Teratogenicity To evaluate the teratogenic potential of CPFB, time-mated Sprague
Dawley rats were dosed orally at 0.3, 1.0S5, and 3.0 g/kg/day on days & through
15 of pregnancy . There was a significant reduction in maternal body weight and
a significant increase in maternal liver weight at the highest dose. The
percentage of post-implantation fetal loss was also greater only at the highest
dose. Fetal weight and length differed significantly from the controls at both
the high and intermediate doses, indicating a slightly increased fetotoxicity
compared to the dam. The number of malformations and variations observed at any
of the doses did not differ from controls, suggesting that CPFB is not
teratogenic.

SUMMARY

CPFB possesses a remarkable combination of properties, making it an
attractive candidate for use as an intake simulant in chemical defense field
training exercises. It is volatile and unreactive, simplifying dissemination,
and mimics the performance of typical vapor threats in terms of persistence and
canister penetration. It does not appear that CPFB would present any significant
health hazards to personnel under the envisioned use. A thorough toxicological
evaluation indicates that CPFB is not acutely toxic, teratogenic, or
carcinogenic. Chronic liver toxicity was observed only after prolonged exposure
to high concentrations. To assure personnel safety, it is recommended that field
exercises be designed to avoid repeated, prolonged exposure to concentrations
greater than 30 ppm. Since field analytical methods can measure CPFB at part per
billion levels, this should not be an impediment to use.
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EFFECTS OF ALTITUDE ON TOXIC GAS UPTAKE: CO INHALATION IN HEALTHY
ADULT VOLUNTEERS
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We tested the hypothesis that toxic gas uptake is enhanced at altitude in volunteers
using carbon monoxide (CO) as a model gas and a sensitive, fast-response laser
sgaectrometerto measure CO in expired air. Breath samples were coliected at sea level
g 0 ft) and at altitude (11,540 ft) from five volunteers breathing 9 ppm CO for one hr.

reath CO increased 15% with altitude (from 3.01 to 3.46 ppm) in subjects breathing air
and 22% (from 4.07 to 4.97) in subjects breathing CO. Changes in breath CO correlated
with similar changes in blood carboxyhemoglobin levels. These results indicate that CO
may be useful to model toxic gas uptake at altitude.

When humans ascend to altitude the most obvious and immediate systemic response
is increased pulmonary ventilation caused by the decreased partial pressure of oxygen
(PO2) in the air. The consequent decrease in arterial blood PO2 stimulates
chemoreceptors, impulses from which increase the rate and depth of breathing (1). Thus,
blood oxygenation in the lung is improved by the increase in the average concentration of
oxygen in the alveolar gas and the decrease in atelectasis. Althou?h increased pulmonary
ventilation increases alveolar PO2, it may also increase the dose of toxic gases and
particles in the air which is delivered to the respiratory system. This study was conducted
to compare toxic gas uptake by the body at sea level and at high altitude using carbon
monoxide (CO) as a test gas and a newlg—developed, extremely sensitive, fast-response
laser spectrometer to measure CO in the breath. _

Protocols for the experiment were reviewed by the Institutional Review Boards of
Texas Tech University Health Sciences Center, General Motors Research Laboratories
and Texas A & M University. Five non-smoking human volunteer subjects were recruited
for the study and breathed CO for one hour at sea level and high altitude. A control group
of twenty non-smoking subjects (10 male and 10 females) was also rectuited to control for
the effects of altitude on endogenous CO levels.
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CO (9 ppm in breathable air) for the exposure studies was obtained premixed from
Scott Medical Product (Plumsteadville, PA). Gas from the cylinders was delivered via a
pressure regulator to a polyethylene distribution bag and to the five volunteers through five
3-cm diameter low pressure air lines. Each volunteer was fitted with a conventional MSA
respiratory protective mask (Mine Safety Appliances, Pittsburgh, PA) which had been
modified to allow comfortable delivery of the CO mixture. To verify that CO was flowin
through the bag and into the respirators throughout the exgosures, two battery power:
Ecolyzer Model 211 carbon monoxide monitors (National Draeger, Inc., Pittsburgh, PA),
galibrated against a 45 ppm CO standard, were placed inside the transparent distribution

ag.

Air samples were collected in aluminized Mylar bags (Quintron Instruments,
Milwaukee, WI). Each bag had two orifices, a larger one with a one-way valve which
permitted air to enter the bag and a smaller one equipped with a Luerlock fitting to facilitate
removing gas samples for analysis. The mouthpiece, T-fitting and closed plastic sleeve
attached to the larger orifice, coupled the system to the volunteer's respiratory system.

All volunteers provided an alveolar air sample during quiet respiration by exhaling
about half the lung air volume and blowing the second half into the sleeve/bag arrangement
which captured the last air exiting the lung. When a predetermined amount of exhaled
upper lung air accumulated in the sleeve (approximately 500 mL) a small back pressure
developed which permitted the last air exiting the iung to fill the bag below. In practice,
subjects were asked to sit in the upright position and breathe normally. Atthe end of a
normal inspiration they held their breath for 10 seconds, exhaled approximately half their
breath, then put the mouthpiece to their lips and blew until the Quintron bag was at least
half full. This provided a 250 to 500 mL sample of the last air to leave the lungs for
analysis. Expulsion of approximately half the exhaled breath plus trapping the next 500
mL in the sleeve minimizes the dilution of the alveolar air trapped in the sample bag with air
from the anatomical dead space. After the sample was taken, the T-fitting was removed
and a tapered plastic plug was inserted into the larger orifice to prevent the sample from
leaking during storage. Bags were shipped for analysis from the test site to Warren, Ml by
surface freight carrier to prevent possible sample loss due to pressure changes.

Alveolar air samples were analyzed for CO using a newly developed tunable diode
laser spectrometer (2). The samples required no preparation for introduction into the
spectrometer and the anticipated concentrations of several parts per milion CO were well
within the measurement capability of the instrument. Since the system requires a small
sample volume for analysis, the 250 to 500 mL samples drawn in the Quintron bags were
adequate for analysis and yet easily transported from test site to laboratory.

Mixed venous biood, drawn at the site of each experiment by lancing the finger and
collected in a miniature plastic container, was immediately frozen in dry ice, Laterthe
samples were analyzed for carboxyhemoglobin SCOle))?y gas chromatography at the
Physiology Labs at Texas Tech University in Lut , TX using a technique described by
Dahms and Horvath (3) and Lee et al (4).

Alveolar air samples were collected from all subjects at College Station, Texas
(altitude 330 ft; 100 m). All were nonsmokers and had experienced no recent CO
exposure. The background air concentrations of CO at College Station were low (< 1
ﬁpm CO), consistent with it's location. The five subjects then breathed 9 ppm CO for one

our while at rest and alveolar air samples were taken again. Blood samples were taken
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after each alveolar air sample. Over a period of saveral days, the volunteers traveled by
bus to Hoosier Pass, Colorado (altitude 11,540 ft; 3518 m), with most of this elevation
being gained the day before arrival. Atter approximately 20 hours at high elevation,
alveolar air and blood samples were drawn. The five volunteers then underwent a second
one hour exposure to 9 ppm CO by modified respirator while seated in a van. After
breathing CO, each of the five volunteers provided a second air and blood sample.

At sea level, breathing 9 ppm CO increased alveolar air CO levels from 3.01 to 4.07
ppm, an increase of 1.06 ppm or 35% above baseline (Table 1). At altitude, CO
exposure increased alveolar air CO levels from 3.46 to 4.97 ppm, an increase of 1.51
ppm or 44%. Ascending to altitude in the absence of inhaling CO increased alveolar air
CO levels by 0.45 ppm or about 15% in the five subjects.

TABLE 1.
ALVEOLAR AIR CO LEVELS IN SUBJECTS EXPOSESD TO
9 PPM CO FOR ONE HOUR
330 feet 11,500 feet
(100) (3,518 meters)
Carbon Monoxide Carbon Monoxide
(ppm) {ppm)
Subject Pre Post Pre Post
JW?T 208 3.16 471 283
VPT 227 452 356 565
JRG 390 460 258 262
LQP 5388 383 316 878
™ 099 417 330 -
Mean 3p1a 407 346 497
+1.91 10.61 1078 +2.89

aValues are means + SEM

Analysis of the alveolar air samples from the unexposed subjects showed similar CO
levels of 1.83 and 1.94, respectively, for the males and females with an overall value at
fow altitude of 1.89 £ .66 ppm, (Table 2). A brief time at altitude caused the alveolar air
CO levels to rise in each group to 2.31 and 2.54 ppm, respectively, in the males and
females with an average increase of 28% for the two groups combined.
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TABLE 2.
ALVEOLAR AIR CO IN SUBJECTS BREATHING AIR

330 feet 11,500 feet
(100 meters) (3,518 meters)
Subjects Carbon Monoxide? Carbon Monoxide?
(ppm) (ppm)

Males (10)P 1.83 1 0.54 2311066
Females (10) 194+ 0.78 254+1.39
Both (20) 1.89 1 0.66 243+ 1.07
aValues are means + SEM

bNumbers in parentheses indicate numbers of subjects per group

Figure 1 is a plot of expired breath CO concentration versus blood COHb levels
measured on the volunteers before and after CO exposure at both altitudes. The
correlation coefficient for the linear reglression fit of the line was .48 with all points considered
and if the two low values at "POST-HIGH" are excluded because they appear to be

diluted with fresh air from the upper airways, the coefficient improves to .50.
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FIGURE 1. Correlation between blood COHb and alveolar alr CO before (pre)
and after (post) breathing 9 ppm CO for one hour at sea level and altitude.
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CONCLUSIONS

These results indicate that breath CO levels and blood COHb levels increase in
subjects breathing CO to a greater extent at altitude than at sea level and are in accord with
the predictions of Collier and Goldsmith (5). These workers transformed and rearranged
the Coburn-Foster-Kane equation (6), and derived an equation expressing COHb in
terms of endogenous and exogenous sources of CO. Thus,

cowp - FCO[E47), Vool
where: VA = D_L‘(T@*'E_\%“

B0
K = s,

COHb is the percent COHb; FiCO is the fraction of inspired CO in parts per million; Pg is
the barometric pressure in tom; Vco is the rate of CO production in milliliters per minute at
standard temperature and pressute, dry (STPD); D_.CO is the CO diffusing capacity in

milliiters per minute-torr; Va is the alveolar ventilation in milliliters per minute at STPD;PcO2
is the mean partial pressure of puimonary capillary Oz in torr; M is the Haldane coefficient;
and SOz is the percent oxyhemoglobin (O2Hb).

According to this relationship, a given FICO will result in a higher percent COHb at high
altitudes (where PO2 is reduced). Moreover, these workers predict an increase in COHb
at altitude even in the absence of inhaled CO (due to endogenous production of CO).

Increased pulmonary ventilation, a well-described phenomena associated with ascent
to altitude (7), is but part of a series of changes tending to restore oxygen tension in the
tissues toward normal sea level values despite the lower ambient PO,. Although we did
not measure ventilation, previous studies of low-altitude sojoumers experiencing
comparable changes in elevation have reported a resting puimonary ventilation of 9.94
L/min at 518 m increasing to 12.44 and 14,29 L/min on the first and second day,
respectively, at 3940 m (1). Therefore while our subjects were indeed resting during the
one-hour exposure, their increased rates of ventilation at altitude produced a more rapid
uptake and loading of the blood with CO than occurred at sea level in one hour. It may be
postulated that longer CO exposure periods at sea level would produce a greater rise in
COHb and less of a difference with altitude.

At altitude, moreover, in subjects breathing ambient air, CO excretion as measured in
the expired breath is likewise higher than at sea level. Under both conditions the breath
CO levels are directly correlated with blood COHb levels. CO in the exhaled air of man,
derives from CO produced by catabolism of hemoglobin and other hemoproteins. The
normal catabolism of hemoglobin and the breakdown of non-hemoglobin heme produce
approximately 0.4 mL/hr of CO endogenously (8). Transport of this endogenously
produced CO by the blood results in an average background COHb level of 0.4-0.7
percent. Certain drugs, chemical exposures and disease states (e.g. hemolytic anemia) can
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increase CO production within the body and may cause COHb levels of 4-6 percet (6,
9). Body CO stores are influenced by both endogenous as well as exogenous s>.rces
or: Cé)l. agc% th? level of CO in the breath is directly related to the concentration of COHb in-
the blood (10).

Beginning with the work of Jones et al (11), the relationship between COHDb in blood
and CO in exhaled breath has received a great deal of study. Most of this work has
involved a much wider range of COHb levels, past 20% in some cases, and shows a
generally linear relationship between the two parameters with varying degrees of

oodness to the fit of the regression line. The results of Lambert et al (12), which used a

O-Oximeter verified by a gas chromatograph are similar to ours in showing scatter in the
data in the region below 3% COHb for the nonsmoking population. Whether this
phenomena is caused by unanticipated variable or uncertainties in the sampling procedure
ts not known. Lambert and colleagues used the 20 sec breath-holding pracedure after full
expiration and inspiration as recommended by Jones et al (11). Our preliminary studies
showed apparent dilution of CO2 in the alveolar air by this procedure using a fast
response CO2 monitor and so our sampling protocol was modified to exclude the wash-in
of fresh ambient air by a deef) breath. Our subjects breath-held for 10 sec after a tidal
inhalation, then to further exclude fresh air from the sample, they exhaled roughly one third
of the air in their lungs, finally delivered the remaining lung air to the sample sleeve and
collection bag. In our tests, this gave the most consistent results with the highest values for
exhaled CO2. Since the laser spectrometer is extremely accurate for orders of magnitude
lower levels of CO than measured, we presume that the vaniability did not arise from this
source. The transport of the sample bags from Colorado to Michigan and subsequent
handling, or other anomalies in the sample collection procedure may be partially
responsible for the scatter in our results. In both groups the measured blood hemoglobin
levels increased slightly due to a small reduction in plasma volume or hemoconcentration
duri.n% the trip, rather than an actual altitude-related increase in hemoglobin over this brief
period.

Thus we conclude that CO is a good model for toxic gas uptake studies because its
absorption is well understood, it can be easily monitored with available instruments, and,
based on the work of Collier and Goldsmith the effécts of altitude can be explained and
compensated for. We may also conclude that, in general, the uptake of any non-reactive
toxic gas would be expected to follow this pattern of increased absorption during the
several days following ascent to altitude.
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INTERSPECIES DIFFERENCES IN RESPONSE TO
AMPHETAMINE, ACETAMINOPHEN, TRICHLOROETHYLENE,
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Charles A. Tyson, Carol E. Green, Susan A. Knadle,
Shirley J. Gee, Jack E. Dabbs, and Susanna E. LeValley

SRI International, 333 Ravenswood Avenue, Menlo Park, CA 94025

ABSTRACT

The potential of in vitro systems for providing data on interspecies
differences in response to drug and chemical exposures is being evaluated to aid in
human risk assessment. Here we report on studies with isolated hepatocytes (HEP)
and renal proximal tubule (RPT) cultures exposed to four compounds of
commercial interest. In metabolite analysis and covalent binding studies,
amphetamine and acetaminophen produced different results in HEP or RPT from
different species. Trichloroethylene produced the same toxic metabolite in human
as in rat HEP but at lower levels. Sodium thiosulfate reversed cyanide-induced
adenosine triphosphate depression in rat but not in human HEP.

INTRODUCTION

Interest in the use of in vitro systems for toxicological applications has grown
dramatically over the last decade.l? The impetus for this surge has been the need
to acquire more detailed information on toxicity mechanisms for improving
estimates of human risk from exposure to drugs and environmental chemicals.

Data from well-validated in vitro models have prospective value for estimating the
relative toxic potentials of drugs and chemicals early in their development process.
Those compounds likely to have adverse effects in humans can be identified, and
money and resources for animal testing can be reduced by focusing only on the
most probable candidates. These systems can also generate retrospective data to
help clarify the significance for humans of findings in laboratory animals.
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Two key issues need to be addressed before in vitro systems are used for
these applications: (1) How accurately do they model in vivo response, and
(2) what information can they provide to aid in risk assessment? Techniques have
been developed for isolating and culturing most cell types from animal and human
organs, making possible comparative studies in these tissues that are directly
relevant to humans. Thus, in vitro approaches offer a means of monitoring for
interspecies differences in response and of obtaining data for dosimetry response
profiles of human exposure.

Research in our laboratory over the last decade has centered on validating
hepatocyte (HEP) systems from liver and proximal tubule fragments (PTF) from
kidney as models for in vivo response and applying these models to acquire
valuable toxicologic and pharmacologic information not otherwise available. Liver
and kidney are two principal organs that handle foreign compounds in the body,
and they are common targets for the adverse effects produced by those compounds.
The studies described here are examples of our validation results, including
questions that may be raised or answered by these approaches.

METHODS

Isolation Procedures

Detailed methods for isolating hepatocytes from either whole liver or biopsy
specimens by collagenase perfusion are described elsewhere.>* Cell viability of the
freshly isolated cells was assessed by trypan blue exclusion; preparations with
<80% viable cells were not used.

PTF were isolated in situ by a modified collagenase perfusion method in
which deferoxamine was added to the perfusate to reduce oxidative damage to cells
during isolation.> When primate kidneys (whole organ or sections) were received
at the laboratory, the perfusion was conducted by direct cannulation of the renal
artery or insertion of a cannula into a vessel on the outer surface and the
procedures thereafter were the same.® PTF viability was determined primarily by
measuring nystatin-stimulated oxygen consumption. 6 Only preparations with
>35% stimulation retained enough viability throughout the experiment (4 hr or
longer) to be used.

Culture Conditions

Both HEP suspension (1 x 10° viable cells/ml of culture medium) and
monolayer (~0.25 x 10° viable cells/ml) cultures were used, depending on the
experimental objectives. A coculture system—HEP attached to culture dishes witk,
erythrocytes suspended in the medium—was also used, and the experimental .
conditions are described in earlier publications.” The culture medium was .

210



hormone-supplemented Waymouth’s 752/1 containing either 0.2 or 2.0% bovine
serum albumin (BSA).% 468 Al incubations were conducted at 37°C under an
atmosphere containing 20% or higher O,, 5% CO,, and the balance N,. HEP
suspensions were shaken at 70 osc/min in airtight Erlenmeyer flasks with sidearms
for serial sampling.

PTF were incubated in suspension in the same medium containing 2% BSA
at a protein level of 0.5 mg/ml with shaking under essentlally the same
experimental conditions.® Cell content was based on protein determination,
because individual cells in the PTF cannot be conveniently counted under a light
microscope.

Assays

Amphetamine (AMP) metabolism was monitored by using D-[7-1CJAMP
sulfate (Research Products Intl., Mt. Prospect, IL), and high-pressure liquid
chromatography was used for metabollte separation Acetaminophen (APAP)-
protein adducts were determined immunochemically after electrophoretic
separation of the proteins by using an affinity-purified anti-APAP antibody
developed in Dr. E. A, Khairallah’s laboratory at the University of Connecticut
(Storrs). > Tnchloroethylene (TCY; [U-”C] radiolabel from Amersham,
Arlington Heights, IL) and its metabolites were assayéd by gas chromatography.®
In cyanide (CN) antidote experiments, cytotoxicity was monitored by determining
cell adenosine triphosphate (ATP) levels by using the lucerifin-luceriferase assay
after asplranon of the erythrocyte-containing culture medium and solubilization of
HEP.” All chemicals and other reagents were purchased from established
commercial suppliers and used without further purification.

RESULTS AND DISCUSSION
AMP Metabolism: Interspecies Differences

AMP metabolism in animals proceeds by either of two principal pathways:
ring hydroxylation to form p-hydroxy-AMP; or oxidative deamination on the side
chain, which forms phenylacetone, benzoic acid, and hippuric acid as the principal
metabolites. Incubation of AMP with HEP from dlfferent species in vitro for 4 hr
yielded the metabolite distributions shown in Figure 1. Rat HEP produced mainly
p-hydroxy-AMP; metabolism of AMP by HEP from the other species, including
humans, produced mainly metabolites of oxidative deamination. The in vitro data
accurately corresponded to the predominant pathway for each species in vivo.*
Although a precise comparison between in vivo and in vitro rates of AMP
disposition is difficult, in general the rate of hepatic AMP metabolism correlated
inversely with the amount of AMP excreted unchanged in animal and clinical

21




100

80

=

Y

% 60 .
Found 1

as -
Metabolites 40

RO AR

N
; A
02 1 _
PRINCIPAL PATHWAYS Rat Rabbit Dog Squlrrel Human
Oxidative Deamination Monkey

Ring Hydroxytsiion

Figure 1. AMP metabolism. In vitro 4-hour incubation with HEP.

studies. The metabolism of AMP by HEP was unique for each species examined,
but the rat, the most commonly used species in toxicity and metabolic disposition

studies, clearly was not representative of human response and therefore would not
be the most appropriate species for testing AMP.

APAP Metabolism and Organ Injury: Interspecies Differences

Excessive doses of APAP induce target organ effects (cytotoxicity and
necrosis to liver and kidney) and death in animals through formation of an active
metabolite mediated by cytochrome P-450 in cells. Covalent binding of APAP to
cell proteins is implicated in its toxicity, and immunochemical techmques have
recently become available to help identify the proteins affected.” ' \

Incubation of APAP for 4 hr in mouse (a specles suscepnble to its action)
and human HEP produced the binding pattern shown in Table 1610 The bands
labeled in vitro for each species corresponded precisely to those found in the livers
in vivo at high APAP doses and fairly closely to each other. (The human liver
came from an overdose fatality.) In contrast, incubation of APAP with PTF from
mice, rats, and a baboon kidney (human kidney was unavailable at the time)
showed a marked difference in response.5 No APAP-protein adducts were found
with the rat or baboon, raising a question about which species is more like humans
in its susceptibility and response. Experiments with human PTF may help to
resolve this question and determine the most suitable animal model for studying

APAP’s effects on kidney. .
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TABLE 1
Protein Arylation Patterns in Liver and Kidney
Cells Determined by Immunochemical Analysis

' {ver Kidney Cells
Mouse” Human Mouse Rat”™ Baboon

130 kD 130 kD 130 kD None None
58 62 58 detected detected
44 (M) 58 44 (M)

33 52 33
30 38

kD = kilodaltons. M = microsomal protein. A1l other
proteins were cytosolic. Underline indicates major or
gredomnant proteins. °Incubations were for 4 hr.
Incubations were for 8 hr (lifetime in culture).

TCY Metabolism in Relation to Carcinogenic Potential

In vivo studies in several laboratories have demonstrated that the mouse, in
which TCY induces hepatocarcinogenicity, metabolizes TCY much more actively
than does the rat, a resistant species. Other studies have implicated a metabolite,
trichloroacetic acid (TCA), as the procarcinogen. The potential for TCY-induced
hepatocarcinogenicity in exposed humans has caused considerable concern to
regulatory agencies, and comparative metabolism studies in rat and human HEP
could provide relevant data on this potential.

Incubation of TCY with rat and human HEP for 4 hr produced the principal
metabohtes shown in Figure 2, which are the same as formed in vivo by these
specles Compared with rat HEP, much lower levels of TCA were present in the
human cell incubations. These data were produced under identical experimental
conditions; on the basis of metabolism alone, they suggest that humans are even
more likely than rats to be resistant to TCY-induced hepatocarcinogenicity.

Sodium Thiosulfate as a Cyanide Antidote

The currently recommended treatment for CN poisoning in this country is a
combination of NaNO, and sodium thiosulfate. To evaluate other candidate
antidotes of interest to USAMRDC, we developed a hepatocyte-erythrocyte
coincubation system as a prescreen for effectiveness.” The response to NaNO, and
NaZSzO separately in this system was qualitatively similar to that in vivo, and the
combmatnon was likewise more effective than either alone.
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A comparison of the results from the prescreen using rat and human cells is
shown in Figure 3. NaNO, and Na,S,0, were each partially effective in reversing
CN-induced ATP depression in rat HEP; their combination was most effective.” In
contrast, NaNO, but not Na,S,0; reversed ATP depression in the human cell ,
culture and the combination appeared totally dependent on the NaNO, .
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Figure 3. Antidote reversal of cyanide-induced cytotoxicity.
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component.!! The apparent lower effectiveness of Na,5,0, as a CN antidote in
human HEP corresponds to the known lower rhodanese enzyme activity in human
compared with rat liver. The benefits offered by Na,S,0; for human therapy may
therefore need closer examination; these results justify continued research to find
more effective antidote treatments.

CONCLUSIONS

Studies to determine the pharmacological value and the potential adverse
effects of chemicals for humans are routinely conducted in laboratory animals.
However, the extrapolation of results to humans carries considerable uncertainty
because of interspecies variations in dose response. Qualitative and quantitative
differences in metabolite formation are a major reason for these variations.

In vitro systems offer an alternative to whole animal testing for acquiring
such information. The examples given here and others in the literature support the
validity of these cell systems as models for predicting the metabolic disposition of
chemicals in vivo. The availability of human tissue for response comparison opens
up opportunities for answering important questions in the safety assessment
process. In vitro studies coupled with in vivo testing for dosimetry and improved
risk assessments are an imminent reality.
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OLFACTION, OLFACTOMEDIN AND THE DYNAMIC RANGE OF SMELL

Robert R. H. Anholt, David A. Snyder and Hiroko Yokoe
Department of Neurobiology, Duke University Medical Center, Durham, NC 27710.

Initial interactions between odorants and olfactory neurons occur at their ciliated
dendritic tips, where odorants bind to odorant receptors and initiate a transduction

~ cascade, which leads to excitation of the cell. We have identified the major protein of

the lower mucus layer that covers the chemosensory surface in frog olfactory tissue.
This 57 kD protein, which we have named “olfactomedin,” is heavily glycosylated
and produced by sustentacular cells of the neuroepithelium and by submucosal
glands. We hypothesize that carbohydrate residues on olfactomedin may sequester
water from the lower mucus layer to provide a more favorable environment for
odorants to interact with receptors at the chemosensory membrane. Thus, by
facilitating stimulus access olfactomedin may lower the threshold for odorant
detection and, hence, expand the dynamic range of smell.

Introduction: Odor recognition and olfactory transduction.

Odorants are recognized and discriminated by olfactory receptor neurons located
in the olfactory neuroepithelium. These cells are bipolar neurons. The
chemoreceptive region of the cell consists of a dendrite that projects toward the nasal
lumen and ends in a dilatation, the “dendritic knob.” This knob carries a group of
cilia that are embedded in an extracellular mucous matrix which lines the nasal cavity.
There is now solid evidence that initial chemosensory events occur at these dendritic
cilia.1-3 Odor recognition is followed by a cascade of signal transduction events that
ultimately evoke a generator potential, which leads to excitation of the cell. The
resulting action potentials travel along the cell’s axon to the olfactory bulb of the
brain, where the first synaptic relay takes place and decoding of the olfactory
message is initiated. Olfactory receptor neurons differ in their responsiveness to
odorants and different odorants stimulate distinct subpopulations of olfactory

neurons.4:5 Thus, the molecular structure of an odorant is converted into a spatial
and temporal pattern of neuronal activity, which is processed by the brain and
ultimately perceived as a characteristic odor quality.

Upon arriving at the ciliary membrane, odorants are thought to interact with
receptors. Recently, cDNAs have been described, which encode a multigene family of

putative odorant receptors expressed uniquely in olfactory tissue.0 These proteins
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are members of the superfamily of G-protein-coupled receptors and contain the seven
transmembrane domain structure characteristic of this superfamily. They are closely
related forming a distinct subfamily of receptors and exhibit extensive sequence
variations within the third, fourth and fifth transmembrane domains, thought to reflect
differences in odorant binding specificities. Although binding of odorants to these
proteins or interactions between these proteins and second messenger systems have
not yet been demonstrated, it is reasonable to expect that this diverse, olfactory
tissue-specific array of novel G-protein-linked receptors indeed represents the long-
sought-after odorant receptors.

The arrival of odorants at the chemosensory membrane initiates a chain of signal
transduction events. Olfactory cilia are highly enriched in adenylate cyclase’-11 and
its associated regulatory G-protein.12-14 Both the adenylate cyclase and the G-
protein have been cloned and are olfactory-tissue specific isoforms, named adenylate
cyclase type IT113 and Golf,14 respectively. When the integrated accumulation of
cyclic AMP is measured in the presence of odorants and GTP, stimulation of the
enzyme by micromolar to millimolar concentrations of some, but not all, odorants is
observed.8,9 Furthermore, rapid quench-flow measurements revealed transient
increases in cyclic AMP in response to submicromolar concentrations of odorants,
such as isomenthone and citralva.10,11 v

Soon after it became clear that cyclic AMP plays a central role in olfaction, several
laboratories investigated its effect on protein phosphorylation!® and ion channel
function.}7 In 1987, Nakamura and Gold discovered a cyclic AMP-gated
conductance on the dendritic cilia, olfactory knob and soma of olfactory receptor
cells.]7 Since their studies used excised patches they concluded that cyclic AMP
opened channels directly. Cyclic GMP also opens the olfactory channel and is even
more potent than cyclic AMP. Whether this activation by cyclic GMP has
physiological significance or is merely coincidental is not clear. Cloning of the cyclic
nucleotide-activated channel from rat olfactory tissue showed it to be homologous to
its cyclic GMP-activated counterpart of photoreceptor cells.18 Electrophysiological
studies have shown that application of forskolin or analogues of cyclic AMP leads to
depolarization of olfactory receptor cells.19-21 These studies consolidated the notion
that one pathway for olfactory transduction consists of odorant-stimulated
- generation of cyclic AMP via Golf and subsequent opening of cyclic.nucleotide-
activated channels to evoke the generator potential.

Based on the observation that some odorants fail to activate adenylate cyclase,8
the notion that additional transduction pathways may participate in olfaction was
pursued. Odorants that fail to stimulate adenylate cyclase, such as pyrazine, may
activate phospholipase C and cause the generation of inositol triphosphate, which in
turn may lead to calcium mobilization.11.22 In catfish olfactory receptor cells
odorant-activated influx of calcium has been documented with fura-2, a calcium-
dependent fluorescent dye.23 In this system generation of inositol triphosphate
opens calcium channels in the ciliary plasma membrane.23

The involvement of multiple transduction pathways in olfaction suggests that
mechanisms through which these pathways can communicate with each other must
exist. Further studies demonstrated that calmodulin mediates crosstalk between the

calcium signalling pathway and the cyclic AMP pathway.24 Calcium bound to
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calmodulin activates the olfactory adenylate cyclase type III via a mechanism
independent of activation by odorants. Furthermore, isolated olfactory receptor cells
from newt fail to undergo inactivation when exposed to high concentrations of
odorants in the absence of external calcium or in the presence of internal EGTA

suggesting that desensitization to odorants may be calcium-dependent.23,26 [t is
possible that following the initial, rapid, transient increase in cyclic AMP
concentration, calcium influx resulting from the response to odorants may cause a
secondary sustained rise in cyclic AMP concentration and that cyclic AMP-
dependent and calcium-dependent protein phosphorylation may contribute to
desensitization.

Discovery and characterization of olfactomedin

We have generated a library of monoclonal antibodies (mAbs) against frog
olfactory cilia to identify proteins that are uniquely expressed in olfactory tissue and
associated with the chemosensory membrane. By virtue of their tissue-specific
expression and ciliary localization such proteins are expected to play important roles
in olfaction. We characterized 84 antibody producing hybridomas. Among these
antibodies, we identified seven that recognize proteins only in preparations of
olfactory cilia, but not in membranes from olfactory nerve, brain, respiratory cilia, heart,
liver, lung or kidney.27 These mAbs revealed different immunoreactive patterns on
western blots. Some antibodies react with a band at 57 kD. Others reveal
immunoreactivity at the same position, but in addition stain a 120 kD polypeptide.
One antibody stains only the 120 kD band. Several of the antibodies also stain high
molecular weight material, which is retained in the stacking gel and does not enter the
resolving gel. During the course of our studies it became clear that all of these mAbs
recognize different molecular forms of the same protein, which we have named
“olfactomedin.”28

We have shown that olfactomedin occurs in its native form as a 120 kD
homodimer, composed of two disulfide-linked 57 kD monomers. Reduction with 2-
mercaptoethanol converts the dimer into the monomer. The molecule possesses at
least three distinct types of antigenic determinants. Some antigenic regions are less
accessible in the dimer than in the monomer, whereas the determinant for at least one
antibody depends on the integrity of the dimer. Finally several antibodies recognize
both molecular forms.

Olfactomedin is heavily glycosylated and carbohydrate moieties dominate its
immunogenicity. We took advantage of olfactomedin’s strong binding to the lectin
Ricinus communis agglutinin I (RCA) to purify the protein to homogeneity by affinity
chrematography on RCA-agarose.28 We then raised a rabbit polyclonal antiserum
against olfactomedin. Evaluation of the reactivity of our mAbs with purified
olfactomedin and competition studies between the polyclonal antiserum and our
mAbs showed conclusively that our mAbs indeed all recognize the same molecular
entity. : ‘

Immunohistochemical studies at the light microscopic level using horseradish
peroxidase-labeled secondary antibodies and at the electron microscopic level using
gold-labeled secondary antibodies localized olfactomedin to the secretory granules of
sustentacular cells and the acinar cells of submucosal glands. Immunogold labeling
studies at the electron microscopic level on unfixed freeze-substituted samples
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showed that olfactomedin is localized in the mucus, surrounding the proximal regions
of olfactory cilia, the dendritic knobs and microvilli of sustentacular cells. Two
distinct mucous layers could be resolved. Most of the gold particles, reflecting
olfactomedin, were restricted to the lower smooth mucus layer. Horseradish
peroxidase-labeled sections at the light microscopic level reveal frequent punctate
deposits of reaction product along olfactory cilia. Thus, the combined data obtained
from light microscopic and electron microscopic studies indicate that olfactomedin is
produced by olfactory glands and sustentacular cells and deposited at the mucociliary
surface of the olfactory neuroepithelium.28 Moreover, olfactomedin is produced in
massive quantities and may represent up to 5% of the total protein content of
olfactory membranes. Partial amino acid sequence analysis of olfactomedin's N-
terminus shows no homology to any known protein, indicating that olfactomedin’s
sequence may be unique.

Olfactomedin and the dynamic range of smell.

The fact that olfactomedin is produced only in olfactory tissue and that it is
deposited in massive quantities in the lower mucus layer adjacent to the
chemosensory membrane suggests that it plays an important role in olfaction.
Although its precise function remains to be established, we speculate that
olfactomedin together with previously identified odorant binding proteins may
facilitate access of hydrophobic odorants to the chemosensory membrane.

After entering the nasal cavity with the inspired air, odorants partition into the
mucus which they must traverse to gain access to odorant receptors. The air/water
partition coefficients for many odorants favor accumulation of odorants in the
aqueous phase.29-31 Unfortunately, empirical measurements of odorant
concentrations in the olfactory mucus in vivo are unavailable. In addition, for some
classes of especially hydrophobic odorants (e.g. musks) the solubility limit places
constraints on the concentration of odorant that can be accommodated in the water
phase. It is, therefore, not surprising that glands and sustentacular cells of the
olfactory epithelium secrete proteins that bind hydrophobic odorants to facilitate their
transport in the mucus.32 The best characterized of these odorant binding proteins is
a pyrazine bindin protein,33’34 which is a member of a family of hydrophobic ligand
carrier proteins3> and which in the rat is secreted by the lateral nasal gland.36 we
view these previously identified odorant binding proteins as shuttle proteins that
facilitate the transfer of odorants from the inspired air into the superficial mucus layer
and mediate their transport to the chemosensory membrane. We postulate that
olfactomedin, which is restricted primarily to the lower mucus layer, may provide a
favorable milieu for interactions between odorants and their receptors after odorants
have been released from these odorant binding proteins.

Some evidence which emphasizes the importance of components of the mucus
comes from electrophysiological studies. When responses of mucus-depleted isolated

-olfactory receptor neurons to odorants are measured a narrow dose-response curve
between concentrations of 10 and 100 mM is observed, a concentration range that
approaches the aqueous solubility limits of the odorants tested.37.38 However, in
preparations that retain olfactory mucus, robust responses of single neurons to
concentrations as low as 1 pM of odorant can be obtained.39 These data are more in
line with behavioral and psychophysical observations which show that many
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odorants can be detected at submicromolar concentrations and that the dose-
response behavior for odorant detection typically spans several log units which
indicates that the olfactory system operates over a wide dynamic range. Since
olfactomedin is the most prominent component of the lower mucus layer, it is likely to
be involved in lowering the threshold for neuronal activation by odorants. We
hypothesize that carbohydrate moieties on olfactomedin may provide arrays of
hydroxyl groups that can interact with water in the lower mucus layer. This
sequestration of water would account for the viscosity of this layer and create a
hospitable environment into which hydrophobic compounds could be released from
odorant binding proteins. Thus, by facilitating stimulus access, olfactomedin may
lower the threshold for odorant detection and, hence, expand the dynamic range of
smell.

CONCLUSIONS

We have discovered a novel olfactory glycoprotein, named "olfactomedin," which
is expressed exclusively in olfactory tissue. Olfactomedin is produced by
sustentacular cells and submucosal glands and deposited in the lower mucus layer
which surrounds the proximal regions of chemosensory cilia of olfactory receptor
neurons. The tissue specific expression of olfactomedin and its accumulation at the
mucociliary surface suggest that this protein plays an important role in olfaction. We
hypothesize that olfactomedin through sequestration of surface water provides an
environment which facilitates access of hydrophobic odorants to odorant receptors at
the chemosensory membrane. Thus, olfactomedin may enhance the ability of the
olfactory system to detect odorants at low concentrations and may, at least in part be
responsible for the characteristic wide dynamic range of smell.
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USING A SILICON MICROPHYSIOMETER TO DETECT AGENTS THAT
ALTER CELLULAR PHYSIOLOGY

John C. Owicki, H. Garrett Wada, and J. Wallace Parce
Molecular Devices Corporation, 4700 Bohannon Drive, Menlo Park, CA 94025

The silicon microphysiometer is an instrument that uses the silicon-based light addressable
potentiometric sensor to detect many physiological events in cultured cells noninvasively and in
real time. It does so by measuring changes in the rates at which cells acidify their environments,
reflecting subtle changes in energy demand and pH regulation that generally attend physiological
alterations. To date (11/91) the activation of 15 different cellular receptors by agonists (and
inactivation by antagonists) has been detected in this way under pharmacologically relevant
conditions. The instrument is also the basis of an in-vitro toxicological assay for ocular irritancy.
The ability to detect a broad range of agents on the basis of their effects on cell function, usually
within minutes of initial contact, may make the microphysiometer useful for chemical defence.
This possibility is strengthened by the ability of the system to evolve to meet new threats and its
ready integration with enzyme-assay and immunoassay methodologies based on the same sensor.

INTRODUCTION

There are two broad strategies to detect the presence of a substance that can affect a living
system: structural and functional. Structural approaches include mass spectroscopy, NMR,
immunoassays, and HPLC; they give information about the presence of molecules with
particular structural characteristics without direct reference to how these molecules might affect
an organism. Functional approaches include bioassays and enzyme assays, and they report
physiological effects without giving much direct structural information about the molecules
causing these effects. '

These strategies are complementary. Structural methods are particularly useful to test for a
particular agent, or when all possible agents are known and it is practical to test for each one.
Functional methods, on the other hand, are better when the fundamental concem is whether a
sample is biologically active, or when it is not possible to assay for all possible agents.

In this paper we describe the silicon microphysiometer, a system for detecting agents that
perturb the physiology of living cells. It is a rather general implementation of the functional
strategy. We briefly summarize the principles and design of the instrument, and the resuits
obtained to date. For more details, the reader should consult our previous publications on the
subject!s. We close by discussing the likely evolution of the silicon microphysiometer.

PRINCIPLES AND INSTRUMENTAL DESIGN

The fundamental principle of the silicon microphysiometer is that the metabolic activity of
cells—particularly the rate of energy metabolism-is closely tied to the physiological state of the
cells. Hence, changes in physiological state are reflected in changes in metabolic activity. These
changes in metabolic activity are detected by a non-invasive chemical sensor that provides real-
time information about the interaction of the cells with their chemical environment.
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FIGURE 1. Schematic depiction of the biological processes involved in extracellular acidification, as detected by
the silicon microphysiometer, Shown are the production of metabolic acids by energy metabolism, the transport
of the acids out of the cell, and coupling of physiological processes such as receptor activation to energy

metabolism and, hence, to extracellular acidification.

Metabolic activity can be defined in several ways. As Figure 1 indicates, one could in
principle monitor the rate of oxygen or glucose consumption, or the rate of production of heat,
:‘zctic acid, or carbon dioxide. The optimal choice depends largely on the available means of

tection.

We have chosen to measure the rate at which cells excrete acid (principally lactic acid and
carbon dioxide), largely because of the availability of the light addressable potentiometric sensor
(LAPS) for making pH measurements’. Like a glass pH electrode, the LAPS draws no direct
current and is therefore essentially non-perturbing. Unlike a glass pH electrode, it has low
electrical impedance and a planar geometry that render it particularly suitable for making
measurements in small (nL to uL) volumes. The LAPS is based on silicon technology and can
be micromachined to give structures for retaining or manipulating cells and culture medium?.
Finally, the LAPS performs well out of the research laboratory under real-life conditions: it is
the basis of the commercial Threshold™ immunoassay system®10 ,
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FIGURE 2. Schematic system di of the silicon microphysiometer, See the text for details.

- Figure 2 is a schematic diagram of the silicon microphysiometer. Living cells are placed
in a flow chamber in diffusive contact with the LAPS and are supplied with nutrient culture .
medium via a peristaltic pump. A valve of the type used in liquid chromatography determines
which of two streams of medium bathes the cells; alternatively, it can be configured as a sample-
injection loop. In either configuration, the cells can be exposed to a sample for a pre-determined
time. An instrument typically contains eight flow chambers operated in parallel.

* A personal computer controls the flow of medium. While the flow is on (~1 pL/s), the
LAPS reports a steady pH close to that of the fresh medium. When the flow is halted, acidic
metabolic products build up in the cell chamber and the pH steadily decreases. This acidification
rate, which is monitored by the computer, is the measure of metabolic rate that is reported by the
silicon microphysiometer. After about 30-60 s, when the pH has decreased by about 0.05-0.10,
the flow is restarted. Fresh medium enters the chamber, and the original steady pH is restored
until the next measurement of acidification rate. Standard cell-culture medium is used, except
that pH excursions are increased by eliminating bicarbonate buffer.

Adherent cells such as fibroblasts and neurons are cultured directly on a disposable porous
membrane, covered with a second membrane, and inserted into the cell chamber. Nonadherent
cells such as lymphocytes or yeast are immobilized between the two membranes in a thin fibrin

clot or collagen matrix. Typically 107 to 108 cells are loaded into a flow chamber; data are

obtained only from the central ~3 pL of the chamber, containing 10° to 10* cells. The
acidification measurement generally does not injure the cells; some have survived and grown as
long as six days in the device!! .
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PHYSIOLOGICAL CHANGES OBSERVED WITH THE SILICON MICROPHYSIOMETER

Two subjects, receptor activation and cytotoxicity, have comprised the bulk of studies
performed with the silicon microphysiometer to date. Receptor activation is typically observed as
an increase in extracellular acidification rate, while cytotoxicity is observed as a decrease. We
next summarize the results from both areas. _

As is suggested in Figure 1, the activation of a cellular receptor by a ligand
(neurotransmitter, cytokine, or hormone) sets in motion a complicated series of events leading to
some physiological response. Some of these events change the demand for energy, thus
changing the rate of energy metabolism. Others may alter intracellular pH, causing protons to be
transferred between the cytoplasm and extracellular medium. As a point of logic, both must
cal(lise ch'a?mgcs in the rate of excretion of protons, but are the changes large or long lived enough
to detect!

In most cases they can be detected with the silicon microphysiometer. For a wide variety
of receptors operating by different mechanisms, a saturating dose of agonist increases the
acidification rate by 10-100%. The increase may be immediate (<1 min) or may develop over
~15 min; it may decay quickly (~1 min) or may persist essentially as long as the agonist is
present. Antagonists can be detected by inhibition of agonist-induced activation. Dose-response
relationships depend on the system under study and are similar to those obtained with assays for
the appropriate second-messenger, such as cyclic adenosine monophosphate. _

The receptors whose activation has been observed in the silicon microphysiometer include

the m; and m3 muscarinic acetylcholine?12, 8 adrenergic?, prostaglandin E!3, Dy and D
dopamine!4.15, insulin/ILGF!6, epidermal growth factor!-2, glutamate (kainate)®, y-interferon!?,

interleukin-211, interleukin-417, T-cell!8, and granulocyte-macrophage colony stimulating
factor!? . Figure 3 shows data from one representative example, the activation of glutamate
receptors in hippocampal neurons and glia by kainate, an analog of the excitatory
neurotransmitter glutamateS. Also shown is the inhibition of this response by kynurenate, a
competitive antagonist of kainate. This study bridges the subjects of receptor activation and
cytotoxicity. The overstimulation of glutamate receptors in the central nervous system has been
linked to neuronal death, a process termed excitotoxicity. Using the silicon microphysiometer, it
was found that brief (10 min) exposure of hippocampal neurons and glia to a toxic dose of
kainate caused an initial stimulation of acidification rate, followed by an apparently irreversible

decline over a period of hours that reflected an inhibition of cell metabolismS.

The most thorough application of the silicon microphysiometer to toxicology has been as
an in-vitro assay for ocular irritancy. A pilot experiment found good correlation between the
ocular irritancy ir vivo of eight common solvents and detergents and the concentrations of these
compounds sufficient to depress acidification rates of human skin cells (keratinocytes) by 50%
after approximately five minutes of exposure!. A subsequent study of 17 preparations
representative of consumer products found a correlation coefficient of 0.87 for the rank order of
irritancies determined in vitro and in vivo>20. Similar results have been obtained recently on
another panel of 19 surfactants using murine L fibroblastic cells instead of human
keratinocytes?!,

The severity of a response to a toxic insult is a matter of duration as well as intensity.
Since the measurements in the silicon microphysiometer are non-destructive, it is convenient to
monitor the aftermath of exposure to a toxic compound to determine whether, and on what time
scale, the cells recover. Experiments of this type are as yet sparse!, but it is apparent that data
‘on recovery provide information somewhat different from data on intensity (concentrations
giving 50% inhibition for a fixed time of exposure).
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FIGURE 3 Detection of the activation of glutamate receptors using the silicon microphysiometer. The figure
shows that 500 uM kainate (KA), a glutamate agonist, promptly and reversibly stimulates the exiracellular
acidification rate of co-cultures of neurons and glia from the hippocampus of the fetal rat. The stimulation is
abolished by 1 mM kynurenate a competitive glutamate antagonist._After Raley-Susman et al.6

None of these studies of ocular irritancy used cells from the eye, yet they were successful.
One reason is that the irritants tested probably act by mechanisms that operate in most cell types.
For example, detergents interfere with the barrier properties of cell membranes. Good
correlation between in-vivo and in-vitro toxicity might also be expected when model cell systems
are exposed to other classes of toxic compounds that also act on widely distributed biological
activities, for example as metabolic poisons do.

CONCLUSIONS AND FUTURE DIRECTIONS

Since its debut two years ago!, the silicon microphysiometer has been shown to detect the
presence of cell-affecting agents ranging from neurotransmitters and their antagonists through
ocular irritants. It does so according to their ability to alter cellular physiology, not their activity
in some structure-based assay. This is very useful for applications in which physiological
information is the goal and in which it is not feasible to screen with a structural method for all the
relevant compounds that might be present.

It is notable that one instrument spans this range of applications. The specificity necessary
for each case is provided not by the silicon microphysiometer itself, but by the choice of cells and
chemicals that are employed with it. It should be possible to generalize the capabilities of the
instrument further, to include also immunoassays, receptor-binding assays, and enzyme assays
on a single platform. Immunoassays already exist in the LAPS-based Threshold system. LAPS-
based assays for the binding of ligands to the nicotinic acetylcholine receptor have been :
developed?2, The feasibility of enzyme assays has been demonstrated in a LAPS-based assay
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for anticholinesterase agents: acetylcholinesterase acidifies as it produces acetic acid from
acetylcholine, and anticholinesterase agents inhibit this acidification?3. The flexibility and open
architecture of the silicon microphysiometer should allow it to be adapted to changing
performance requirements without extensive re-engineering.

Other improvements will involve the cells used in the system. Using recombinant genetic
techniques, it should be possible to improve the sensitivity of acidification rate to agents of
interest. This might be done by increasing the number of receptors on a cell, or by manipulating
signal-transduction pathways. If a single instrument is to detect a wide variety of agents, it
would be convenient to transfect many different kinds of receptors into one optimized host cell
line, thereby keeping the number of different types of cells to a manageable level.

A further improvement in the cells is logistical. Work with mammalian cells usually
requires fairly sophisticated cell-culture equipment in a laboratory setting. The ability to preserve
cells by freezing in some central facility, and then distribute and thaw immediately before use,
would relax requirements for facilities at the point of use. These requirements could be relaxed
even further if the required biological activities were engineered into cells that are more robust
than typical mammalian cells.

The final improvement discussed here is the use of more sophisticated silicon fabrication
technology. Miniaturization has benefits beyond the convenience of working with a smaller
instrument and smaller volumes of reagents; it will also allow better time resolution as fluid paths
shorten, plus increased multiplicity of assays. Existing micromachining methods permit the
construction not only of fluidics channels on the LAPS chips, but also such active devices as
valves and pumps. o

In conclusion, the characteristics of the existing versions of the silicon microphysiometer,
coupled with the improvements that seem feasible, suggest that the system will be useful for
chemical-defense applications.
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MICROBIAL DEGRADATION OF 3-HYDROXYPIPERIDINE
AND 3-HYDROXYQUINUCLIDINE

Joseph J. DeFrank and Christine Savage
U.S. Army Chemical Research, Development and Engineering Center
Aberdeen Proving Ground, MD 21010-5423

ABSTRACT

The benzilate ester of 3-hydroxyquinuclidine (BZ or QNB) is a potent antagonist of the
muscarinic acetylcholine receptor, In addition to its use in neuropharmacological research, BZ
was once considered for use as a temporary, incapacitating agent in chemical warfare. As part
of a program to use biotechnological methods for the detoxification and destruction of hazardous
chemicals of military origin, the search for microorganisms that could totally degrade BZ was
initiated. For the initial enrichment studies BZ was not utilized in order to avoid possible health
hazards. Instead, the primary constituents of BZ, 3-hydroxyquinuclidine (3-quinuclidinol, QO)
and benzilic acid were used as sole sources of carbon, In addition to QO, the simpler but related
compound 3-hydroxypiperidine (3-piperidinol, 3P0} was utilized as a carbon source in enrich-
ments. Soil samples were obtained from a variety of locations on the Edgewood Area of APG as
well as off-post sites. A number of isolates were obtained that could utilize QO and/or 3PQO as sole
carbon and energy source. This report provides some preliminary characterization informa-
tion about these isolates.

INTRODUCTION

The destruction of the incapacitating agent BZ [1] (Figure 1) by microorganisms can be
envisioned to take place through a number of different routes. The microorganism(s) could
attack the intact BZ molecule at either the quinuclidinyl or benzilate moiety. That portion of the
molecule would be degraded until attack on the remaining portion could occur. Alternatively,
the ester linkage between the two portions of the molecule ¢an be chemically (spontaneous hydro-
lysis) or biologically cleaved to yield the two products 3-quinuclidinol (Q0O) and benzilic acid.
Due to the difficulties involved in the use of BZ itself as a carbon source for enrichment studies,
the relatively non-toxic component QO was targeted for initial study. Because of the similarity
to 3-piperidinol (3PO), this simpler compound was also used as a carbon source in enrichment
studies. It was hoped that microorganisms capable of using 3PO for growth could potentially co-
metabolize the Q0. The structures of the parent compounds of QO ard 3P0, quinuclidine (Q)
and piperidine (P) are also shown in Figure 1.

Although there have been reports in the literature [2:3] concerning the metabolism of
piperidine and a related compound morpholine (Figure 2), a search revealed no studies on the
metabolism or degradation of either 3-quinuclidinol or 3-piperidinol by microorganisms. The
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lack of previous research in the degradation of these or related compounds means that possible
pathways will require de novo determination.

FIGURE 1: Structure of BZ and related compounds
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This paper describes preliminary efforts at the isolation and characterization of
microorganisms capable of growth and metabolism of QO and/or 3PO.

MATERIALS AND METHODS
Materials: Components of the Minimal Media described below were of standard research
grade. The carbon sources utilized in these studies were all obtained from Fluka Chemical
Company.
Organisms: Soil samples were taken at random from sites in the Edgewood Area of Aberdeen

Proving Ground, Maryland and elsewhere in Harford County, MD. None of the sampling
locations were known to be or likely to have been exposed to BZ in the past. The occurrence of QO
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and/or 3PO in the environment is unknown although the quinuclidiny] base structure is found
in the naturally occurring alkaloid quinine and related compounds.

Figure 2: Natural and synthetic compounds structurally related to BZ, QO, ete.
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Growth Conditions: Initial enrichment studies were conducted in Minimal Medium #1,
consisting of (g/1): KHaPOy, 2.0; (NH,)2S04, 1.0; Wolin Salts Solution [4], 10.0 ml; and carbon
source (QO or 3P0), 2.0. The pH of the media was adjusted to 7.0 with either NaOH or HCl. Soil
samples were resuspended in 5 ml of Phosphate-Buffered Saline (PBS) and shaken at room
temperature for 1-2 hours. The soil suspension was allowed to settle for ~10 minutes and an
aliquot of the supernatant used to inoculate culture tubes containing 5 ml of media plus carbon
source. The enrichments were incubated at room temperature or 30°C until evidence of growth
was observed.

In later enrichments and growth studies Minimal Medium #2 was utilized. -This
consisted of (g/1): NagHPO,, 2.5; KHoPO,, 1.5; (NH()2S04, 2.0; NaCl, 1.0; Wolin Salts Solution,
10.0 ml; and carbon source, 20 mM; pH 7.0. For volatile carbon sources, the neat liquids were
added to the tubes of sterile media just prior to inoculation. For growth on solid media, agar (18
#/1) was added to either of the Minimal Media above.

Although the initial enrichments utilized QO and 3P0 as sole carbon sources, in some of
the later studies two additional substrates were examined. These were the two parent com-
pounds: quinuclidine (Q) and piperidine (P). The HCI salts of these compounds were utilized at
a concentration of 20 mM.

Growth was determined by monitoring the increase in absorbance at 650 nm with a
Spectronic 21 spectrophotometer (Bausch & Lomb). The absorbance due to uninoculated media
was used to standardize the instrument and was subtracted from the experimental values.
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RESULTS

Although preliminary results indicated that a number of isolates had been obtained that
were capable of growth on QO and Q, in subsequent subculturing studies the growth potential of
the isolates decreased or disappeared. After plating of the liquid enrichment cultures on solid
media containing either QO or Q as the sole carbon source, single colonies were selected and
purified by replating several times. However, after return of these isolates to liquid media they
failed to grow on either QO or Q.

FIGURE 3: Growth of isolate CS13
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FIGURE 4: Growth of isolate CS20
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In contrast to QO and Q, enrichment cultures with P or 3P0 as sole source of carbon led to
the isolation and purification of a variety of microorganisms capable of utilizing these com-
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pounds as shown in Figures 3 and 4. A summary of the ability of the purified isolates to grow on
these four carbon sources is given in Table 1.

It now appears that the cultures growing on QO and/or Q in liquid culture were mixed
cultures composed of a number of microorganisms that are required for growth. The reason
why some of the isolated bacterial strains could grow quite well on solid media but not in liquid
remains to be determined. A possible explanation would be that there are trace contaminants in
the agar that fulfill nutritional requirements of the microorganisms. In liquid cultures these
materials are not present, so only the mixed cultures will grow.

TABLE 1: Substrate profile of purified bacterial isolates.

Relative Growth on:

Isolate Q Q0 P 3P0
[CS12 o) 0] — 000 ®
[CS13 o) o) o) 00
[CS15 0] 0 — 000 o)
[CS16 ® o) 000 ®
[CS17 0 0O — 000 o)
[CS19 0 0O — 000 ®
[CS20 o) 0 o00 ®
O = nogrowth
® = slight growth
®® = moderate growth
900 - good growth

FIGURE 5: Compounds not supporting growth of CS isolates.
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The analogs of P and 3PO shown in Figure 5 were tested as possible growth substrates for

the mixed cultures and purified isolates obtained on Q, QO, P, and 3PO. None of these isolates
showed any significant growth after up to 1 week of incubation. This indicates that some or all
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of the enzyme systems involved in the metabolism of P and 3PO have a high degree of substrate
specificity.

In addition, the lack of significant growth of CS13 on P and of the other isolates on 3P0
would suggest that these related compounds are metabolized by different pathways.

CONCLUSIONS

Initial attempts at obtaining purified bacterial cultures capable of growing on and

mineralizing the BZ component 3-quinuclidinol (QO) have as yet been unsuccessful. However,
the ability of mixed cultures to grow on this compound demonstrates that it can be biodegraded.
These results suggest that the use of mixed cultures of QO degrading bacteria, in conjunction
with strains capable of degrading benzilic acid, will provide an alternative technology for the
destruction of BZ. Future efforts will focus on the use of selective pressure techniques to obtain
purified cultures that will utilize QO as both the sole carbon and nitrogen source. Studies to
determine the metabolic pathway for QO in these cultures will also be undertaken. In addition,
enrichment studies with benzilic acid will be initiated. When purified or mixed cultures are
available for the degradation of both compounds they will be examined separately and together to
determine their activity on BZ.
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ENZYMATIC DEGRADATION OF GF
Steven P. Harvey
ABSTRACT

The purified enzyme OPAA-2 and crude lysates from
several halophilic bacteria which had previously been shown
to have activity against other G agents were tested to
determine the extent of their activity against GF. Fluoride
electrode assaxs were conducted in triglicate at pH 7.2 with
and without Mn‘t and at pH 8.5 with Mn +. The isolates chosen
for testing with GF were those which had previously shown the
most promising activity against GA, GB and GD. All of the
isolates tested had activity against GF.

INTRODUCTION

During the recent United Nations inspection of Iraq
(UNSCOM 9), it was found that one of the chemical agents
being produced by Iraq was GF (O-cyclohexyl
methylphOSphonofluoridate) (personal communication from
william Deel ) . Although many enzymes have been demonstrated
to catalyze the hydrolysis GA (N, N-
dimethylphosphoramidocyanidate), GB (0O-isopropyl
methylphosphonofluoridate) and GD (O-pinacolyl
methylphosphonofluoridate), none have previously been shown
to have activity against GF. In order to develop a practical
enzyme-based chemical agent decontaminant, it is necessary to
be able to enzymatically decontaminate as many different
agents as possible.

MATERIALS AND METHODS

Bacterial strains Used

Halophile JD species were provided by Joseph J. DeFrank
of U.S. Army CRDEC and Alteromonas species were provided by
Darrel Sldedjeski and Joseph Leahy, Department of
Microbiology, University of Maryland. JD 26.1, JD 28.3, A.
espejiana, A. haloplanktis DS, A. haloplanktis JL, A.
nigrifaciens and A. undina were grown on HM medium (50 g
NaCl, 10 g MgSO,, 10 g proteose peptone, 6 g yeast extract, 5
g casamino acids, 2.5 g HEPES per liter, pH 6.5). A. rubra
was grown on Instant Ocean Medium (38 g Instant Ocean, 5 g
proteose peptone and 1 g yeast extract per liter, pH 7.0).

Pluoride Rlectrode Ensyme Assays
OPA anydrase activity was assayed by monitoring fluoride
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release with an ion-specific electrode as described (Hoskin,
1986.) The reaction medium contained 500 mM NaCl, 50 mM Bis~
Tris Propane, pH 7.2 or 8.5, 3 mM GF (in isopropanol), 1 mM
MnCl, and 1-25 ul of enzyme solution (1 ul was used for
puri%ied OPAA-2 assays, 5 ul was used for A. undina assays
and 25 ul was used for all other assays) in a total volume of
2.5 ml with constant stirring. The enzyme sample was
preincubated in the reaction medium for 1 minute before
reaction was initiated by the addition of GF. The reaction
was monitored for 4 minutes and the rate of fluoride release
corrected for spontaneous GF hydrolysis. One unit of OPA
anhydrase activity is defined as that which catalyzes the
release of 1.0 umole of fluoride per minute at 25 degrees C.
Specific activity is expressed as units per milligram of
protein.

Determination of Protein Concentration

The Coomassie Protein Assay Reagent (Pierce) was used
for determination of protein concentration with bovine serum
albumin as the standard.

Preparation of Crude Enzyme Extracts

Frozen, harvested cells were resuspended in 10 BM buffer
(10 mM Bis-Tris Propane, 0.1 mM MnCl,, pPH 7.2) at a ratio of
1 g of cells for each 3 ml of buffer. The cells were
disrupted by sonication for 1 min at high power with a Heat
Systems XL Sonicator. Cellular debris was removed by
centrifugation at 46,000 X g for 30 min at 4 degress C. The
crude cell supernatant which contained OPA anhydrase activity
is referred to as the crude extract.

RESULTS

Activity of Purified OPAA-2 Engzyme against ar

Figure 1 shows the results of enzymatic hydrolysis of GF
with the purified OPAA-2 enzyme. This enzyme provided by Tu-
chen Cheng of U.S. Army CRDEC was purified from the
Alteromonas strain JD 6.5 and has previously been shown to
have activity against GB, GD and several related substrates
(personal communication from Tu-chen Cheng). As was the case
with the other substrates, activity was enhgnc
approximately twofold by the addition of Mn“" to the assay
buffer and approximately threefold by the increase in pH from
7.2 to 8.5,
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Purified OPAA—2 Activity Against GF

Specific Activity (Units/mg)
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Figure 1. Purified OPAA-2 activity against GF. All assays
were in triplicate.

Activity of Crude Lysates of Various Halophiles Against GF
Figure 2 shows the results of enzymatic hydrolysis of GF
with crude lysates of various Alteromonas and JD-series
halophiles. Strains tested were those which had already been
shown to have various degrees of activity against other G
agents. Basic patterng seen are: 1) Those strains activated
by the addition of Mn¢t (A. espejiana, A. haloplanktis DS,
A. haloplanktis JL, A. nigra and A. rubra), 2) Those strains
activated by increase in pH from 7.2 to 8.5 (A. espejiana and
JD26.1), and 3) Those strains which show a de-activation by
increase in pH from 7.2 to 8.5 (A. haloplanktis DS, A.
haloplanktis JL, and A. undina)., In the case of strains
which do not show any activation with the addition of Mn2*
(A. undina, Jp28.3 and JD26.1, it cgnnot necessarily be said
that the enzyme does not require Mn + gince it is gossible
that the enzymes could have become loaded with Mn2% during

growth.
When compared to the results obtained with other




organophosphate substrates such as GA, GB, GD and diisopropyl
fluorophosphate (personal communications from Joseph DeFrank
‘and Tu-chsn Cheng), the results obtained with GF, in terms of
pH and Mn“* effects, are consistent with the hypothesis that
it is the same enzyme which catalyzes the hydrolysis of all
these substrates.

GF Activity: Halophile Crude Lysates

- CIpH 7.2 +Mn

g WNpH 7.2 No Mn
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Figure 2. Activity of Alteromonas and JD-series halophiles
crude lysates against GF, Abbreviations are as follows:
esp = A, espejiana, hal DS = A, haloplanktis DS, hal JL = A,
haloplanktis JL, nig = A, nigra, rub = A. rubra, und = A,
undina, 28.3 = JD28.3, 26.1 = JD26.1.

CONCLUSIONS

Enzymatic hydrolysis of GF has been demonstrated with
both purified OPAA-2 enzyme and with several JD-series and
halophilic bacteria. Activity profiles were similar to those
seen with other organophosphate substrates, particularly the
other G agents. Enzymatic hydrolysis has now been
demonstrated for GA, GB, GD and GF. The crude lysates of A.
haloplanktis-DS, A. haloplanktis-JL, JD28.3, JD26.1, A.
undina, and A. rubra each show activity on all four G agents.
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THE ROLE OF THE PILOT PLANT IN BIOPROCESS DEVELOPMENT

Edward M. Sybert
Bioprocess Scale-up Facility
Engineering Research Center

University of Maryland
College Park, MD 20742

ABSTRACT:

Implementing an efficient bioprocess at the commercial scale requires
well planned and coordinated development at the pilot plant scale.
Chemical processes based on the use of microorganisms, cells, or enzymes
acting as "biocatalysts” require complex feedstocks or nutrients, close
control of process conditions, and often, multi-step purification
processes to recover an active product from the reaction mixture.
Information available from the laboratory, while extensive, usually does
not include data on alternative feedstocks, control set points, and other
engineering parameters. The product may be destined to go into
production in a new custom-built facility or it may be scheduled into an
existing plant. If a new facility is to be constructed, equipment must be
specified, and a product flow scheme must be developed. If an existing
facility is to be used, with minimal alteration, then the process variables
will be constrained by the operating envelope of the installed equipment.
It is therefore the role of the pilot plant, working between the laboratory
and the production facility, to develop a reproducible and efficient
process tailored to the prevailing conditions.

INTRODUCTION: . '

Implementing an efficient bioprocess at the commercial scale
requires well planned and coordinated development at the pilot plant
scale. Chemical processes based on the use of microorganisms, cells, or
enzymes acting as "biocatalysts” require complex feedstocks or nutrients,
close control of process conditions, and often, multi-step purification
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processes t0 recover an active product from the reaction mixture.
Information available from the laboratory, while extensive, usually does
not include data on alternative feedstocks, control set points, and other
engineering parameters. In order to make the transition from a labor-
intensive, discontinuous laboratory procedure to an efficient, integrated
production process; a great deal of additional work must be done. The
pilot plant, by definition, is the setting in which science and engineering
come together to develop and optimize a new production process.

In order to simplify this discussion, the example of a bacterial
fermentation will be used. Processes developed around yeast, fungal,
insect or mammalian cells will have many points in common. Many of the
same principles will aiso apply to enzyme based processes.

SCALE-UP vs SCALE-DOWN:

Before process development can begin, it must first be known
whether an existing production facility will be used; or a new plant will
be constructed and equipped specifically for the process. If a new,
dedicated facility is to be designed; then a scale-up approach, free of
constraints of existing plant design and equipment may be taken. In this
mode, the pilot plant stage will be one of selecting or designing the most
efficient equipment for each step of the process. The results of these
studies will be the basis for the design of the full scale production
facility. Thus, the process is designed with free rein at the pilot scale
and then scaled-up to the full production plant. From the beginning, it
must be kept in mind that the overall project cost must be related to the
product value. Thus, the process development cost, the proposed plant
construction and start-up cost, and the cost of labor, utilities, and raw
materials must be judged as they will relate to the revenue stream to be
generated. Along these lines, the design and equipment of the piiot plant
are intended to mimic the envisioned production plant on a smaller scale,
keeping financial commitment to the process or product at a minimum
while maximizing the opportunity to uncover potential full scale problems
and seek optimum solutions. Past experience with similar processes will
provide guidance in the initial selections. The equipment selected will
allow real-time data acquisition and process control for the first time in
the project, as emphasis shifts from the unconstrained quest for
knowledge in the laboratory to the optimization of yield in the pilot plant.

As each piece of equipment necessary to the process is identified, a
small scale version will be installed for running tests. It is fundamental
that the operating characteristics of the pilot system be predictable as
process scale changes. The cause and effect relationship between the
operating features of the pilot equipment and the process results must be
known and incorporated in the design and selection process. The basic




principles of engineering play a central role. Heat transfer, mixing times,
power consumption, shear effects, and oxygen transfer are key elements
in designing any bioreactor or product purification system.

If an existing facility is to be used with minimal alteration, the
process variables wili be constrained by the operating envelope of the
already installed equipment. The pilot plant will then work with a scale-
down approach to fitting the new process to the plant and refitting the
plant to the process. In many cases, a pilot plant will already be
associated with an existing production facility; and its equipment will
have been selected with the foregoing in mind. If a pilot plant is not
already available, equipment should be selected or designed to model the
production equipment on a workable scale. As in the case of the
greenfield plant, the engineering knowledge of how to predict the effects
of changing equipment scale is central to this step; and the development
team should be working under the constraints of the existing or proposed
production equipment that the process will eventually run on. The mission
then must focus on maximizing the productivity within these constraints.
it is therefore the role of the pilot plant, working between the laboratory
and the production facility, to develop a reproducible and efficient
process tailored to the prevailing conditions..

In reality, since many bioprocesses share common processing needs,
a well designed and equipped production facility can be made to serve a
new process quite well. As in the case of the greenfield plant, a clear
idea of the budget allocated for process development, retrofitting the
production plant, and start up costs must be obtained prior to initiating
the project.

LABORATORY DATA:

The laboratory's principal investigator (Pl) will be a storehouse of
knowledge but will not have specific information on the engineering
aspects of scale-up and other production issues. The Pl must be part of
the project team. Ideally, there will be microbiologists, enzymologists,
biochemists, and chemical engineers involved at various stages of a
successful scale-up project.

The laboratory, as the starting point of any new process, provides
its most productive strain along with data on the substrate needs and
expected product yield. Hopefully, simple, reliable, and rapid assays will
be available for both critical substrate components, byproducts, and
desired products.
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STRAIN DEVELOPMENT:

It is crucial that the master cell line will have already been
optimized prior to scale-up work being seriously undertaken. This may be
a joint responsibility of the laboratory and the pilot plant. At the same
time, the stability of the culture must be tested, and master and working
cell banks established. Historically, far greater improvements in yield
have resulted from manipulation of the strain than have come about
through process changes.

MEDIUM FORMULATION:

The basic nutritional requirements of the cells will be available
from the Pl. In many cases a defined medium formulation will be
available from which critical elements may be determined. The pilot
plant staff will use this information to select more cost effective
alternatives. The carbon source may be starch, molasses, sulfite waste
liquor, or even hydrocarbons in place of glucose. The nitrogen may come
from corn, cottonseed, or soybean meal; corn steep liquor, urea, or even
gaseous ammonia rather than the more familiar inorganic salts. Vitamin
and mineral requirements are usually met by blending, where necessary,
the above mentioned complex carbon and riiogeii sources which are
usually rich in both. Oxygen and water, altrcu:,r often forgotten as
medium components, nevertheless, make up tha iargest portions; and must
be given due consideration. The pilot plant will test the production plant
water supply for suitability early in the development process. Minimal
treatment for the fermentor fill water, where required, may consist of
settling, filtration, or in the extreme case, ion exchange. In some
processes, and more often in later purification steps, distilled water or
“water for injection” (WFI) quality standards may be imposed. Oxygen,
supplied by air injection or sparging, is a major cost factor in that
compressors and sterilizing filters or incinerators, used to remove
contaminants, must be employed. In making media component selections,
such factors as cost per active constituent, supply volume, lot-to-lot
variability, shipping and storage forms, and -any pre-treatment
requirements are considered. Equally important in the system approach, is
the impact of raw materials on the final purification process. All
materials entering the process should be selected with this in mind.
Often, minor ingredients can have a major impact on efficiency of product
separation and purification. The quest for a well characterized,
reproducible process may necessitate the pre-treatment or blending of
raw materials as outlined earlier. These steps must be included in the
evaluation of a candidate component to ensure overall process efficiency.
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MEDIUM STERILIZATION:

Among its many advantages over the simple test tube or shake flask,
the bioreactor offers many options for achieving and maintaining a
contaminant-free environment for the desired cell line. In the pilot plant,
most fermentors are in-place steam sterilizable using built-in coils or
jackets. The significance of this feature, coupled with the fermentor’s
agitation system, is that the heating and cooling rates may now be
controlled. The medium may be sterilized with the bioreactor or
separately, depending on the volumes involved and the heat stability of the
components. Samples may be withdrawn, and the sampling valves re-
sterilized, before and during the processing.

INITIAL BIOREACATOR STUDIES: _

In the early stages of a pilot plant process development effort, off-
the-shelf equipment may be used to begin familiarizing the pilot plant
staff with the growth and production characteristics of the biosystem
under controlled growth conditions. A variety of bioreactor types
including stirred tanks, airlift, and fluidized bed designs may be explored
to determine if any advantage of design exists. All systems under
evaluation must be well instrumented and capable of both monitoring and
controlling the reaction conditions in a reproducible fashion. The PI will
supply starting points from the months or years of research conducted in
the laboratory prior to bringing the process to scale-up. Optimum
conditions for the growth of microorganisms or cell lines in simple
laboratory glassware will be compared with results in bioreactors.
Temperature studies will confirm whether optimal cell growth and
product formation occurs at the same or different values. The effect of
pH on growth and yield may be investigated using on-line titration
equipment to maintain preselected values. Dissolved oxygen sensors,
coupled with automated agitation speed and airflow controllers allow the
effects of high or low oxygen levels to be evaluated. The presence or
absence of substrate or product inhibition will be established. The
relationship, if any, between growth and product formation will be
investigated. From these and other data, the -operating mode, whether
batch, fed batch, or continuous operation, will be selected.

It is then the task of the pilot plant team to manipulate the
conditions within the bioreactor in such a way as to investigate the
effects of the environment on growth and productivity; and then select for
control purposes, a set of parameters which are directly related to the
results desired. The pilot pla.it reactor control systems provide the
opportunity to test the effects of various individual or muitiple changes
in a controlled environment. A series of tests may be run, manipulating
one variable at a time, as outlined above, and results may be piotted in
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units of cell or product yield. Interrelated variables are then tested in
combinations to provide additional data.

SCALE-UP PARAMETERS:

Once the preliminary studies in standard bioreactors have been
completed, sufficient data should be available to determine the critical
parameters for scaling-up the process. The temperature studies, along
with the coil or jacket specifications of the reactor will define the heat
removal (or addition) characteristics required of the production system.
Likewise, the culture’s oxygen requirements, in combination with the
mixing and air sparging capabilities of the pilot plant vessel will allow
the staff to calculate the needed power, impellor size, and mass transfer
characteristics of the full scale fermentor using proven formula. The
results of the pH studies will determine the design and sizing of the acid
or base addition systems. The operating mode studies, coupled with the
growth characteristics of the culture in the small bioreactors will
influence the selection of a single or muiltiple stage process with
appropriate medium addition systems.

UNIT OPERATIONS AND THE SYSTEM APPROACH:

While the ultimate goal of the systems approach to process
development requires that each step be designed to work with all other
steps; at the pilot plant, the proposed process is broken down into
discreet unit operations so that each may be evaluated and optimized.
Such unit operations may include: fermentation, cell separation,
extraction, concentration, crystallization, and drying. A mass and energy
balance may then be computed for each operation; and the effects of
altering conditions may be studied for each independently. While each unit
operation is being optimized, consideration must be given to the effects
on other steps that choices may have. Once all steps have been optimized,
dynamic studies must be run to determine if the full process can be run in
balance. Appropriate holding or accumulation points may be built into the
process to allow for run-to-run variability. Data will be collected on
reproducibility and normal upper and lower bounds will be established. :

TRANSFER TO PRODUCTION: |

The objectives of the pilot plant in developing a new process will
have been met when a fully documented process plan is ready to be turned
over to the production staff. Since the pilot plant, operating either under
scale-up or scale-down philosophy, runs out all its trials with the full
scale production equipment in mind; the process plan will include all
pertinent information needed to start-up and run each step at full scale.
A process transfer team, with members from both pilot and production .
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plants, will oversee the translation of the standard operating procedure
(SOP) documents from pilot to full scale parameters. They will also
coordinate any training of production staff that may be required. While
the final installation or refitting of the production plant is underway; the
transfer team will provide guidance from their experience in running the
development trials. During the start-up of the full scale equipment, the
process transfer team will supervise the plant operations and observe
that all monitored variables are within expected limits. If any unforeseen
problems occur, data will be taken back to the pilot plant for evaluation;
and additional testing may be undertaken. When all details of the process
have been tested and found to be satisfactory; the pilot plant may then be
freed-up to begin work on the next project.

TECHNOLOGY BRIDGE:

As it has been described, the pilot plant serves as the technology
bridge from the scientific laboratory to the production plant.
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V1. ENVIRONMENTAL STUDIES

NOTE: Papers with the following titles were presented at the Conference but are not included in this
document:

Integrating Liquid-Solid Extraction with Ion Mobility Spectrometry (IMS) for Monitoring Semi-Volatile
Organic Compounds in Water

Novel Methods for Investigating Chemical Migration and Transformation in Soil

Dose/Response Relationships of HC (Hexachloroethane) Smoke: Foliar Injury of Trees

Low Pressure Burner Apparatus for Incineration Studies
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SUPERCRITICAL FLUID EXTRACTION AND ORGANIC SOLVENT
MICROEXTRACTION OF CHEMICAL AGENT SIMULANTS FROM SOIL’

W. H. Griest, R. S. Ramsey, C. -h. Ho, and W. M. Caldwell
Analytical Chemistry Division
Oak Ridge National Laboratory
Oak Ridge, Tennessee 37831-6120

ABSTRACT

Experiments with chemical warfare agent simulants suggest that supercritical fluid extraction can
achieve good extraction recoveries of agents in soil and produce less laboratory waste than current
organic solvent extraction methods. Two-ppm spikes in 1 g of Rocky Mountain Arsenal Standard Soil
“were extracted using 5% methanol in carbon dioxide at 300 atm for 2 min at 60°C. Recoveries
(n=3) were 79 + 23% for dimethylmethylphosphonate, 93 + 14% for 2-chloroethylethylsulfide, 92
+ 13% for diisopropylfluorophosphate, and 95 + 17% for diisopropylmethylphosphonate. A 5 min
ultrasonic micro-scale extraction using methanol is more reproducible but less efficient.

INTRODUCTION

Atmy protocols (1) for determining chemical warfare agents in soils involve manual solvent extraction
by shaking and injection of a few uL. of the solvent extracts into gas chromatographs equipped with
P- or S-selective detectors. Agents HD (bis[2-chloroethyl]sulfide), GB (O-
isopropylmethylphosphonofluoridate) and VX (O-ethyl-S-2-
[diisopropylaminoethyl|methylphosphonothioate) are extracted from 33 g of soil with 100 mL of
chloroform. The mass of toxic waste left from the extraction is considerable, and the sensitivity of
the gas chromatography (GC) analysis is limited primarily by the solid:liquid ratio because the solvent
extract is not concentrated.

Supercritical fluid extraction (SFE) (2-8) has been used to achieve more rapid and complete
extractions of pollutants from soil and with essentially no toxic waste than traditional Soxhlet and
ultrasonic solvent methods. Richards and Campbell (2) found that 25 ppm of EPA base/neutral/acid
target compounds in soil were recovered better (80.2% average recovery for 18 compounds) by 30
to 40 min of SFE of 2 g of soil using 2% methanol in carbon dioxide at 390 atm and 80°C than by
Soxhlet or ultrasonic extractions. The SFE extract was collected in 2-mL of hexane. The 16 hrs of

*Research sponsored by the Office of the Program Manager, Rocky Mountain Arsenal, under IAG
1989-C110-A1 with the U. S. Department of Energy under contract DE-AC05-840R21400.
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Soxhlet extraction with 10 g of soil achieved an average recovery of 66.4% using 1:1 hexane:acetone
( EPA SW-846 method 3540), and ultrasonic solvent extractions of 10 g of soil using 1:1 methylene
chloride:acetone (EPA SW-846 method 3550) recovered an average of 58.6%. Similarly, Onuska and
Terry reported (7) better than 93% recovery of 200 ppb 2,3,7,8-tetrachlorodibenzo-p-dioxin from 50
mg of soil using 2% methanol in carbon dioxide at 310 atm and 40°C for 30 min. Soxhlet extraction
of 1 g of soil by SW-846 method 3540 yielded only ca. 65% recovery. If the SFE is interfaced on-line
with the gas chromatograph (4,5), detection limits can be considerably improved over off-line
collection and analysis of the extract because the entire extract is transferred to the instrument.

These findings suggest that SFE could improve the determination of chemical warfare agents in soil
by decreasing toxic waste, achieving equal or better recoveries with less soil, and allowing increased
sensitivity. This paper reports an evaluation of SFE using agent simulants, and a comparison with
a micro-scale ultrasonic solvent extraction method.

GAS. CHROMATOGRAPHIC ANALYSIS OF CHEMICAL WARFARE AGENT SIMULANTS

This study used simulants which have structural features similar to the actual agents but which lack
the very high toxicity of the latter. DMMP (dimethylmethyl phosphonate) was the simulant for agent
VX, DIFP (diisopropylfluorophosphate, also referred to as diisopropylphosphonofluoridate) and
DIMP (diisopropylmethyl phosphonate) modelled agent GB, and CES (chloroethylethyl sulfide) was
used in place of HD. In addition, DEAT+HCI (diethylaminoethanethiol hydrochloride), a byproduct
from VX manufacture, also was tested. The DMMP and DIMP were from Alfa (Danvers, MA), and
the CES, DIFP, and TEP (triethylphosphate internal standard for GC) were purchased from the
Aldrich Chemical Company (Milwaukee, WI). The free base of DEAT was prepared by dissolving
DEAT+HCI in water at pH 11, extracting with diethyl ether, and evaporating the solvent. Solvents
were Burdick and Jackson distilled in glass grade from American Scientific Labs, Inc. (Atlanta, GA).

Off-line gas chromatographic analysis of the simulants was conducted on two instruments. The initial
work was done on a Perkin Elmer model 3920 using a 30 m x 0.53 mm ID x 1.5 um DB-5 film
thickness fused silica capillary column with a 7 mL/min. flow rate of helium. The column oven was
temperature programmed from 70°C (after a 4 min. isothermal hold) to 150°C at 8°C/min. with the
injector and flame ionization detector held at ca. 120°C and 200°C, respectively. Three uL were
injected slowly using the solvent flush technique, and quantitation was performed by the method of
internal standards using a Maxima chromatography data system on an IBM XT personal computer.
Later work used a Varian model 3400 gas chromatograph equipped with the same column and a 1:1
split of the column effluent to flame photometric (P mode) and electron capture detectors. The
column oven temperature program was 70°C (2 min. isothermal hold) to 130°C at 4°C/min. The
injector was held at 200°C and the detectors were maintained at 220°C. A 1 uL injection was made
using the solvent flush technique, and quantitation was conducted by the method of internal standards
using either a Maxima chromatography data system or a model 4400 Varian integrator.

As suggested by previous work (9,10), all ot the simulants were separated and determined in a single
GC run of about 20 min, as shown by the chromatogram (A) at the bottom of Figure 1. Low ppm
solution concentrations were determined using the flame ionization detector, and sub-ppm
concentrations with the combination of flame photometric (P-mode) and electron capture detectors.




SFE OF SIMULANTS FROM SOIL

SFE was performed using two commercially available devices. A Suprex SFC/200A supercritical fluid
chromatograph was used for most of the work. The column was replaced with a Brownlee HPLC
guard column or a Keystone Scientific SFE vessel holding ca. 1 g of soil. The UV detector was
replaced with a high pressure shut-off valve and a ca. 30 cm length of 25 xm ID fused silica tubing
from SGE, Inc. was attached to the valve outlet for a restrictor. The experiments with 10 g of soil
were performed using an ISCO System 1200, a ca. 30 cm length of 50 xm ID fused silica tubing, and
a 5 mL extraction cell. The SFC grade carbon dioxide and 5% methanol in carbon dioxide were
obtained from Scott Specialty Gases (Plumsteadville, PA).

The SFE procedure consisted of weighing ca. 1 g of Rocky Mountain Arsenal Standard Soil into an
extraction cell, and injecting a known volume of simulant spiking solution into the soil a cm or two
from the inlet end, assembling the cell and letting the sample set for 15 min. at room temperature.
The cell was installed in the apparatus and allowed to warm up to operating temperature. The inlct
valve was opened to admit supercritical fluid to the cell, and the outlet valve was then opened to
begin the collection of the extract. In early work, the fused silica restrictor tubing was dipped into
a vial containing 3 mL of methanol and TEP internal standard, while later, the volume of methano!
was 2 mL and the TEP was added after the SFE was completed. The extractions were conducted
at 60°C and 300 atm (unless otherwise listed). The vial containing the collecting solution was placed
in a beaker of water at room temperature to prevent ice formation when extractions were carried out
longer than 5 min.

It was found that pressures around 300 atm are needed to extract low ppm concentrations of agent
simulants from 1 g samples of soil. As shown in Table 1, straight supercritical carbon dioxide at 60°C
and 300 atm can easily extract the CES from soil in 5 min, but it was not able to efficiently extract
the phosphonates and fluorophosphate even at higher extraction pressures or longer extraction times.
Experiments in which supercritical carbon dioxide was bubbled through methanol spiked with the
simulants showed that the latter were not volatilized from the collection solution by the
decompressing supercritical fluid. DIMP has been recovered from water (8) in unknown yield using
supercritical carbon dioxide. For soil, a 5% methanol modifier is necessary in the carbon dioxide to
recover all the simulants, and at 300 atm and 60°C, good recoveries are achieved in a 5 min. SFE.
Even low-polarity compounds such as five-ring polycyclic aromatic hydrocarbons and
tetrachlorodibenzodioxin require methanol modifiers in their SFE from sorptive matrices (3,4,7).

As shown in Figure 1, a single SFE is sufficient for the simulants. In contrast, the agent
manufacturing byproduct DEATeHC] was recovered in low and irreproducible yield, typically 10%
per extract fraction. This may be due to a low solubility of the compound in the suvpercritical fluid
and/or strong sorption of the compound by the soil. Reaction of the amine with carbon dioxide to
form a urea derivative also is possible (8), but is not consistent with the observed extraction behavior.
Figure 1 (B) - (D) show that while the simulants are extracted in the first 10 min. SFE fraction,
DEAT e HCI continues to slowly extract in subsequent fractions. The free amine did not extract at
all, suggesting that sorptive interactions with acidic sites on the soil may be the limiting factor.
Nitrous oxide has been used successfully (8) to extract basic amines from soil, and may be useful herc.
The DEAT#HCI also was not recovered (3%) from ultrasonic extraction using methanol (see below).

In early SFE development work two peaks were recovered for the CES. This pecak eluted
immediately before CES (see Figure 1 [B]) in GC. Published retention data (9) and CES
decomposition studies (11) of concentrated CES suggested that the new product could be 1,4-
dithiolane. However, our gas chromatography-mass spectrometry of the peak showed major ions at
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m/z of 120 (apparent M), 75, 58, and 45, suggesting that the new product is a methyl cther derivative,
possibly methoxyethylethylsulfidle (MEES), rather than 1,4-dithiolane, which has ions at m/z of 120
(M), 92, 61, and 46. Rohrbaugh et al. (11) postulate that the first step in the decomposition of CES
is the formation of a reactive ethylene sulfonium ion via an Sy1 mechanism. Reaction of this product
with methanol (solvent) could product MEES. The new product was observed in methylene chloride
solvent extractions of the soil, but not when carbon dioxide/methanol was bubbled through a spiked
solution of simulants in methanol (see Table 2). It was not observed in the work reported in Table
1 where fresh spiking solutions were used. The controlling factors in its production have not yet been
identified, but could include the catalyzing influence of soil.

In earlier work with 25 um ID fused silica restrictor tubing, problems were encountered with tubing
breakage at the point where the tubing dipped into the methanol collection solution. This was
thought to result from ice crystal formation in the tubing. A small, ca. 10 mg layer of calcium
chloride or sodium sulfate was placed in the downstream end of the extraction cell to trap water
extracted from the soil. Tubing breakage was not solved, and, as listed in Table 2, the recoveries of
the phosphonates were reduced. However, the CES recovery was improved, possibly from removal
of water, which could act as a nucleophile to react with the CES sulfonium ion intermediate. With
sodium sulfate, the production of the methyoxyethylethylsulfide (MEES) also was increased such that
the sum of the MEES and CES recoveries accounted for the CES spike. Sheathing the last 10 cm
of the 25 um ID tubing with 325 um ID fused silica tubing minimized breakage. However, breakage
has not been as much of a problem with the larger bore 60 um ID fused silica tubing, and extraction
recoveries appear to be equivalent.

Extraction of soil masses larger than 1 g is feasible. Experiments with 10 g masses of soil spiked at
2 ppm cach simulant and extracted for 20 min. yielded good recoveries: DMMP - 70%, CES - 81%,
DIFP - 103%, and DIMP - 110%. None of the simulants were detected in second and third 20 min.
SFE fractions, suggesting that the lower recoveries of DMMP and CES could have been from purging
out of the collecting solution. It is quite likely that detection limits may be lowered by an order of
magnitude using the larger mass of soil.

COMPARISON OF SFE WITH MICRO-SCALE ULTRASONIC SOLVENT EXTRACTION

A micro-scale ultrasonic extraction was developed for a direct comparison with the SFE. For this
extraction method, 1 g samples of RMA soil were weighed into 2 dram vials, and were spiked in the
same manner as for the SFE experiments, except that the sample was shaken for a few sec. before
standing. Two or 3 mL of methanol were added, the vial was recapped, and set in an ultrasonic bath
(Bransonic 52, Bransonic Cleaning Equipment Co., Shelton, CT) for 5 min. An aliquot of the extract
was analyzed by GC in the same manner as were the SFE extracts. Analysis of the extracts after 0,
5, 10, and 15 min. of ultrasonication in the bath showed that the optimum extraction time was 5 min.
DIFP recoveries were not improved by longer extraction times.

As shown in Table 1, the SFE recoveries were slightly higher but less reproducible than those
achieved using a single ultrasonic solvent extraction (5 min.) with methanol. These SFE recoveries
of simulants also are much higher but less precise than those reported by D’Agostino and Provost
(12) for sequential ultrasonic extractions with hexane and methylene chloride of triethylphosphate
and agents GB, HD, and GD (soman) spiked at § to 50 ppm in soil. The conditions for the solvent
extraction probably are better controlled at this stage of SFE technology development. Richards and
Campbell (2) suggest that non-uniformity of supercritical fluid flow may contribute to the lesser
reproducibility of recoveries. More careful packing of the SFE cell and better restrictor design should
improve reproducibility. 260




CONCLUSIONS

The results of experiments with simulants suggest that SFE holds considerable promise {or providing
a rapid and efficient means of recovering chemical warfare agents from soil with a minimum of wastc
left for disposal.
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Table 1. SFE Recoveries of Chemical Warfare Agent Simulants from Rocky Mountain Arscnal Soil .

Extraction® Recovery (%), Avg. + Std. Dev.
Fluid Pressure, | Time, Spike, Replicate | DMMP CES DIFP DIMP
Atm. Min. ppm 5
CO, 300 S 2 2 12 95 17 43
CO, 300 12 2 1 9 %0 ND 15
Co, 350 12 2 1 4 93 59 7
CO,/MecOH 300 S 2 3 79+23 | 93+14 | 92+13 98+25
CO,/MeOH 300 5 12 3 7349 ND 86+10 | 95+17
MeOH® - 5 2 3 85+15 | 63442 | 87+6.1
80+3.5 :
2 SFE at 60°C using 25um ID restrictor and conditions shown. 1 g of 50il extracted, and supercritical

fluid decompressed in 2 mL of methanol. Analysis by GC-FPD/ECD.

v Ultrasonic extraction of 1 g spiked soil with 2 mL of methanol for 5 min.

Table 2. Effects of Restrictor and Drying Agents on SFE of Simulants

Recovery * (%), Avg. + Std. Dev.
Variable® Replicates DMMP MEES* CES DIFP DIMP
25umiD |3 96:+3.2 24+11 28+11 71+19 97+11
Restrictor
60pm ID 1 103 29 27 75 93
Restrictor :
CaCl, ¢ 2 5 27 40 94 14
Na, SO, ¢ 1 51 40 60 101 57
Spiked 1 98 0 96 92 103
MeOH*
2 Recoveries from spiked Rov , Mountain Arsenal Standard Soil:
DMMP: 32 ppm, CES = 10.6 ppm, DIFP = 10.7, DIMP = 16.2 ppm. Analysis by GC-
FID
b SFE conditions: 5% methanol in CO, at 300 atm, 60°C, 10 min. extraction of 1 g soil spiked

as noted in (a), and supercritical fluid decompressed in 3 mL of methanol.

¢ Methoxyethylethylsulfide recovery from spiked CES.

d 25 um ID restrictor used, ca. 10 mg of drying agent packed in bottom of SFE ccll.

¢ Supercritical CO,/fmethanol bubbled through 3 mL of methanol spiked with simulants al
concentrations equivalent to 100% recovery from soil .
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(B) First 10 min. SFE of Spiked Soil, (C) Second 10 min. SFE of Soil, and (D) Third 10 min. SFE
of Soil. (Acronyms are defined in Experimental Section, and SFE conditions are listed in footnolc

(b) of Table 2.)
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PURITY DETERMINATION OF CHEMICAL AGENTS BY NUCLEAR MAGNETIC
RESONANCE SPECTROSCOPY (NMR)

William T. Beaudry and Linda L. Szafraniec
U.S. Army Chemical Research Development and Engineering Center
Aberdeen Proving Ground, Maryland 21010-5423

ABSTRACT

Nuclear magnetic resonance (NMR) spectroscopy techniques have been
developed to identify and quantitate the impurities present in samples of
isopropyl methylphosphonofluoridate (GB), pinacolyl methylphosphonofluoridate
(GD), O-ethyl N,N-dimethylphosphoramidocyanidate (GA), S-(2-diisopropyl-
aminoethyl) O—-ethyl methylphosphonothiolate (VX), bis(2-chloroethyl) sulfide
(HD) and dichloro-(2~chlorovinyl) arsine (L). The data obtained from
multinuclear NMR spectra are combined to calculate a weight percent purity for
each agent. The detection limit for impurities depends on the field strength
of the NMR instrument used, the experimental conditions, the NMR active
nucleus observed and the size of the NMR tube. The techniques developed are
not restricted to chemical agents but can be used to obtain the weight percent
purity of any compound provided the impurities present can be identified.

INTRODUCTION

For many ye.rs nuclear magnetic resonance (NMR) spectroscopy has been
available to the ~hemist as an analytical method for the structural identifi-
vation of compounds. Unfortunately, NMR has been a largely insensitive
technique when compared with other analytical methods. This relative
insensitivity greatly reduced the utility of NMR and restricted its use to
compounds rich in abundant and sensitive nuclei (i.e. !H and 3!P). Fortunately
NMR has recently undergone a tremendous technological revolution with the
incorporation of high field superconducting magnets and Fourier Transform
pulse signal averaging. The number of observable nuclel has rapidly expanded
(now virtually unlimited), and instrument sensitivity has increased by several
orders of magnitude. With these greatly expanded capabilities, NMR can now
be successfully applied to analytical and chemical problems in more sensitive
and versatile ways.

The methods outlined below were developed to determine the purity of
chemical agents but are in no way restricted to these materials since the
method is material independent. In principle, any compound may be analyzed
by these methods provided all the NMR active nuclei that are in, or suspected
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to be in the sample are observed and the sample is homogeneous (all components
are miscible).

EXPERIMENTAL PROCEDURES

Materjals, The GB sample used as an example in this study was from
stocks maintained under the CASARM program and was used as received.

Procedure, The neat sample was placed into a clean, dry 5 mm 0.D. Pyrex
NMR tube. The tube was capped with a pressure cap, and the top of the tube was
wrapped with Parafilm. Multinuclear NMR spectra were taken to observe all
nuclei suspected to be in the sample. 3P, !H, %F, and C spectra were
collected for GB. The entire chemical shift range for each nucleus was scanned
at high amplitude so that all impurities at the 0.5 mole % level were
detected. The overall mole % purity for the sample was calculated using the
information from all spectra recorded. Identification of impurities was made
and a weight percent purity calculated from the mole % data.

Instrumentation, The NMR spectra were recorded using a Varian XL-200 or
a Varian VXR-400S superconducting multinuclear NMR system. All spectra were
recorded using tetramethylsilane in chloroform as an external reference for
M and ¥C spectra, trifluoroacetic acid for °F spectra, and 85 % phosphoric
acid for 3P spectra. Spectra were recorded at probe temperature (ca. 21 °C),
and quantitative data were obtained by digital integration of peak areas.

RESULTS AND DISCUSSION

The NMR spectrum taken (®!P, H, ®F, or 13C) shows of all the nuclei of
the observe type in the sample. For example, the 3P NMR spectrum shows at
least one resonance from every different ¥!P nucleus in the sample. The area
of each resonance is directly related to.the amount of that 3P nucleus in the
sample. The pogition of the resonance from a standard reference (its chemical
shift) is characteristic of the molecular environment of the ¥!P nuclaus and
allows the assignment of each resonance to a specific chemical compound. The
Mp chemical shift values for the "standard chemical" agents have been
tabulated and reported previously.?!

In a like manner, resonances in the !3C, !H and F spectra are assigned
to the chemical agents, decomposition products or common additives. (Table 1).

TABLE 1
Common Impurities Found in Samples of Neat GB

Impurity Structure
Ethyl methylphosphonofluoridate (Ethyl GB) CH3P (0) (OCH,CH,) (F)
Isopropyl methylphosphonic acid (GB Acid) CH,P(0) [OCH(CH;3),] (OH)
Methylphosphonofluoridic acid (Fluor Acid, FA) CH,P(0) (F) (OH)
Diisopropyl methrlphosphonate (DIMP) CH3P(0) [ (OCH(CH;),],
0-Ethyl O-isopropyl methylphosphonate (Diester) CH4P (0) (OCH,CHy) [OCH(CH3) 5]
Tri-n—butylamine (TBA) (CH3CH2CH2CH2)3N
Tri-n-butylamine (protonated) (TBA-H') (CH,CH,CH,CH,) ,N*H
w Exchangeable protons
2-Propanol (CH;) ,CH(OH)




Unknown resonances are evaluated based on characteristic chemical shifts to
determine likely chemical structures. For a general discussion of the
assignment techniques employed, a number of texts are available.? The
chemical shifts for a number of chemical agents and related compounds have
been collected in several reports.3”’

A set of spectra for a sample of GB is shown in Figures 1-4. Common
impurities found in samples of GB are listed in table 1. The resonance lines
for GB and the identified impurities are assigned and noted on each of the
sub—spectra. The resonance areas are separately expanded, integrated and
tabulated. The resonance areas then are used to calculate a mole percentage
for each compound in every sub-spectrum. The calculations will be illustrated
using the data obtained from Figures 1-4.

Analysis of Sub-spectra, Components identified in the 3'P spectrum
~ (Figure 1) are listed in Table 2. A normalized area (Col 4) representing the

TABLE 2

Sub-Spectra Data From Figure 1.

p DATA
Identified Integrated Number of Normalized Mole %
Compound Area 31p atoms Area by 3'p
GB 3184.5 1 3184.5 1 95.8
Ethyl GB 37.5 1 37.5 1.1
Fluor Acid 46.2 1 46.2 1.4
GB Acid 12.0 1 12.0 0.4
DIMP 43.9 1 43.9 1.3
Diester 1.0 1 1.0 (0.03)

moles of each component is obtained by dividing the total area for each
component (Col 2) by the total number of 3p nuclei in that component (Col
3). The mole percentage of each component (Col 5) is then calculated from
the ratio of its normalized area to the area for all components (Eqn 1).

Normalized 3!P Area Y
Mole 8 Y - X 100% (1)
T Normalized P Area Y

Ihe resulting percentage for GB is the mole % purity of the sample by 3'P NMR.

The same procedure is followed for each of the remaining sub-spectra
(Figures 2-4) and the data are collected in table 3. Note that the "amount”
of GB in the sample is very different in each sub-spectrum and would not be
accurately represented by any one sub-spectrum alone. The large differences
result from the specificity of the individual sub-spectra to components
containing the observe nucleus. Thus, while the %!P spectrum shows all the
species which contain a 3!P nucleus, any component without 3!P is completely
absent and would be overlooked (e.g. 2-propanol or tri-n-butylamine). The
actual purity of the sample can only be represented by the combination of the
data from all of the sub-spectra.




TABLE 3

H, 19F and 13C Sub-Spectra Data From Figures 2-4.

'H_DATA
Identified Integrated Number of Normalized Mole %
Compound Area H Atoms Area by M
GB 1320.0 1 1320.0 94.5
Ethyl GB 29.0 2 14.5 1.0
TBA-H* 82.0 6 13.7 1.0
2-Propanol 10.0 1 10.0 0.7
H* 46.6° 1 23.3b 1.7
DIMP 31.0 2 15.5 1.1
IQE DQTQ
Identified Integrated Number of Normalized Mole %
Compound Area 19F Atoms Area by °F
GB 3329.0 1 3329.0 97.8
Fluor Acid 31.1 1 31.1 0.9
Ethyl GB 44.5 1 44.5 1.3
13¢ DATA

The spectrum confirms the presence of the following compounds:
GB Ethyl GB TBA GB Acid
Fluor Acid DIMP 2-Propanol

a. Includes all exchangeable protons.
b. Contributions from the H' in 2-Propanol (10) and TBA-H' (13.7) have been
subtracted from the total H' area from Column 2.

TABLE 4

Calculated Weight % Purity of GB From the Combination of
31p 34, 18F and 13C NMR Data

Normalized Mole MW Avg Calculated
— Compound MW Area Fractio ea ht
GB 140 3184.5 0.941 131.731 94.2
Ethyl GB 126 37.5 0.011 1.396 1.0
FA 98 46.2 0.014 1.338 1.0
GB Acid 138 12.0 0.004 0.489 0.3
DIMP 180 43.9 0.013 2.333 1.7
Diester 166 1.0 (0.0003) 0.049 (0.04)
TBA-H* - 205 34,20 0.010 2.072 1.5
2-Propanol 60 25.0° 0.007 0.443 0.3
Excess H' (HF) 20 - 0.1%P (0.0002) 0.001 <0.001

a. "Computed" normalized 3'P integral area.
b. Contributions to the exchangeable H' from FA (46.2) and GB Acid (12.0)
have been subtracted from the "computed" normalized 3!P integral area .
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—Spect The 3!P sub-spectrum contains the largest
nun* ~r of identified compounds and will be used as the basis for the combined
puri.y calculation. In principal, any one of the sub-spectra may be used for
the calculation; however, fewer calculations are required when using the sub-
spectrum with the largest number of identified components.

The calculation begins with the tabulation of all the identified
components from the 3P sub-spectrum with their measured areas (Table 4, Col
143). All of the components pot in the 3P sub-spectrum but in any one of the
other sub-spectra are then added to the list without measured areas. Because
the 2-propanol, tri-n~butylamine and excess acid (e.g. HF) are not observed
in the %P sub-spectrum, it is necessary to compute an area to represent them
(in terms of 3!P area) from one or more of the other sub-spectra. This is done
by constructing a conversion factor from the measured area of any component
which is common to the sub-spectrum where the impurity is observed and the 3P
spectrum. Ethyl GB and GB are identified in all of the sub-spectra and either
of their areas may be used as the basis for the conversion factor (Eqn 2).

31p Area Z
‘lp Area Y = 1H(or 19F,13C) Area X ()
H(or 9F,13C) Area 2

where Y is the compound whose area is to be determined and Z is ** -~ompound
found in both of the sub-spectra. Substituting the Ethyl GP » gor Z in
eqn. 2, the areas for 2-propanol and TBA are calculated and ...ted in Table
4, Col 3. The tctal exchangeable proton area from the !H spectrum is con-
verted to a "total" 3!P exchangeable proton area in the same manner. This area
is adjusted by subtracting contributions from each of the already identified
compounds which have an exchangeable proton(s). The area remaining is excess
acid as HF. 1In this case, only FA and GB acid areas were subtracted since 2-
propanol and TBA-H* were accounted for in the !H sub-spectrum before conversion
to a P area. At this point, an area representing each identified component
has been measured or calculated. The mole fraction of each component is then
calculated from the ratio of its normalized area to the total normalized area
for all components and tabulated (Table 4, Col 4).

Area Y
Mole Fraction Y - —_— (3
T Area Y

Calculation of Weight & Purity, The mole fraction data from table 4 is

converted to weight % data by multiplying the mole fraction of each component
by its molecular weight (MW) to obtain a MW averaged area (Table 4, Col 5).
The weight percentage of each component is then calculated (Eqn 4) from the
ratio of each area to the total area for all components (Table 4, Col 6).

MW Avg Area Y
Weight & Y - X 100 & (4)
Z MW Avg Area Y

The resulting percentage in Table 4 for GB (94.2 %) is the weight % purity of
the sample by multinuclear NMR.
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The procedures outlined above for a GB sample are general and can be
applied to any sample provided that:

a. NMR spectra are collected for all nuclei known or suspected
to be in the sample. '

b. Identification of the impurities is made from the NMR data
collected or from alternate techniques (e.g. GC-MS, FI-IR).

¢. The sample is homogeneous and all components are miscible.

CONCLUSIONS

Nuclear magnetic resonance (NMR) spectroscopy techniques have been
developed to determine the purity of chemical warfare agent samples and to
identify and quantitate the impurities that are present. The data obtained
from multinuclear NMR spectra can be combined to calculate a weight percent
purity for each agent when all observed impurities are identified. The
techniques developed are not restricted to chemical agents but can be used to
obtain the weight percent purity of any compound provided the impurities
present can be identified and the sample is homogeneous.
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POSITION OF BOND CLEAVAGE IN THE HYDROLYSIS OF
ORGANOPHOSPHONATE ESTERS USING !|0 NMR ANALYSIS

Linda L. Szafraniec, Leonard J. Szafraniec, and
J. Richard Ward
U. S. Army Cheniical Research, Development & Engineering Center
Aberdeen Proving Ground, MD 21010-5423

ABSTRACT

Recently, we reported that EA5928 (O-isopropyl t-
butylphosphonofluoridate) hydrolyzed by parallel reaction paths
producing isopropanol as well as fluoride ion. At neutral pH,
the production of isopropanol predominated. In order to refine
our understanding of the mechanism of hydrolysis of EA5928, the
hydrolysies was repeated in !%0 enriched water with pH ranging
from 1-14. The products were analyzed by NMR to determine the
site of cleavage during hydrolysis. The results showed that
isopropanol was produced exclusively by C~O0 bond cleavage. The
rate coefficient for C-0O cleavage was pH independent, while the
rate of P-F cleavage was proportional to hydroxide ion
concentratlon The hydrolyses of DMMP and DIMP were also
monitored in %0 enriched water over the same pH range. It was
shown that hydrolysis proceeded with both P-0 and 0-C cleavage
with the P-O path proportional to hydroxide ion concentration
and the C-0 cleavage independent of pH.

INTRODUCTION

Phosphonofluoridates such as sarin and soman are potent
neurotoxins. These organophosphorus esters inhibit the
acetylcholinesterase enzyme by formation of a covalent bond
with the enzyme. A review of the literature as well as a
crystal structure for the enzyme were recently published.! The
hydrolysis of these compounds is of interest both from the
standpoint of decontamination as well as understanding the
pharmacokinetics of intoxication.? Recently, we examined the
hydrolysis of the phosphonofluoridate, EA5928, where we found
that hydrolysis occurs by parallel paths to produce isopropanol
as well as the expected fluoride ion.® On the other hand, the
toxic phosphonofluoridates such as sarin and soman hydrolyze in
neutral solution exclusively to form fluoride ion and the
corresponding O-alkyl methylphosphonic acid.® In this article
we extend our studies on the hydrolysis of organophosphorus
esters by the use of %0 water in order to discern the position
of bond scission in EA5928. 1In addition, the hydrolysis of
diisopropyl methylphosphonate (DIMP) and dlmethyl
methylphosphonate (DMMP) were monitored in %0 water.
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EXPERIMENTAL

MATERIALS: The O-isopropyl t-butylphosphonofluoridate (EA5928) .
and the diisopropyl methylphosphonate (DIMP) were prepared in-

house. The dimethyl methylphosphonate (DMMP, Aldrich) was

dried over molecular sieve before use. All substrates were

greater than 97% pure by multinuclear NMR analysis.

The following buffer solutions were prepared using 50% D,0
(Stohler Isotope Chemicals), 25% H,'?0 (MSD Isotopes) and 25%
triply distilled H,0. All materials used to prepare the buffer
solutions were used as received.

pH 1: 0.10M HCl (prepared from 1N HCl, Fisher Sci)

PH 4: 0.05M Potassium Hydrogen Phthalate, KHCgH,0, (Fisher
Sci, C.P.)

pH 10: 0.025M Sodium Bicarbonate, NaHCO; (Allied Chem Co.
Baker & Adamson powder)

0.025M Sodium Carbonate, Na,CO, (Allied Chem Co.,
Baker & Adamson, ACS grade, anhydrous)

pH 12: 0.05M Potassium Chloride, KCl (Allied Chem, B&A
Quality)

. |
0.012M Sodium Hydroxide, NaOH (Chemical Commodities
Agency, Inc.)

pH 14: 1 M Sodium Hydroxide, NaOH (Chemical Commodities
Agency, Inc.)

GENERAL, PROCEDURE: A weighed amount of substrate was placed
into a 5-mm o.d. Pyrex NMR tube, and the appropriate amount of
buffer was added to make a 0.01M solution. The top of the NMR
tube was flame-sealed for samples stored in the oven (Precision
Sci., GCA Corp.) at elevated temperature (65 + 1°C) or closed
with a pressure cap and wrapped with Parafilm for samples run
at ambient temperature. Spectra were recorded periodically
using a Varian VXR-400s FTNMR spectrometer system operating at
100 MHz for C and 162 MHz for 3'P. All spectra were recorded
at probe temperature (22 °C), and quantitative data were
obtained by digital integration of the peak areas of interest.

The psuedo-first order rate coefficients reported were
determined from the first 20% of each reaction. (i.e., initial
rate).
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RESULTS

The first observation from our experiments is that the
formation of isopropanol from the hydrolysis of EA5928 occurs
exclusively by cleavage at the carbon-oxygen bond. Table 1
summarizes the observed first-order rate coefficients measured
at 65 °C from pH 1-14. Cleavage at the P-F bond is both acid
and base catalyzed in accord with other phosphonofluoridates,’®
while the reaction at the C-O bond is pH independent. At pH 14
the rate of hydrolysis of EA5928 is too fast to measure by NMR
at 65 °C, therefore the hydrolysis was measured at ambient
temperature to yield a value of 140 hr™! at 22 °C. At high pH
the hydrolysis is exclusively P-F cleavage, while at neutral pH
values, the proportion of reaction via C-0 cleavage increases
as the contribution from the pH dependent P-F path drops. At
pH 4, in fact, the hydrolysis is almost exclusively by means of
C-0 cleavage.

TABLE 1

Hydrolysis of EA5928 at 65 °C As a Function of pH
k, obs, hr?, X 10?

BH B-F £€=0
1 5.2 2.1
4 0.02 2.0
10 1.8 2.2
12 11.7 1.6
14 140* -

* Rate coefficient at 22 °C.

> Not observed.

The pH dependence of P-F cleavage and the pH independence
of C-0 cleavage are both consistent with previous experiments
on phosphorus esters.®!® These studies showed that hydrolysis
in caustic favored attack at phosphorus by the "hard"
nucleophilic hydroxide ion, whereas the hydrolysis at carbon
was due to nucleophilic attack either by the "soft"
nucleophile water, or by an Syl reaction at the carbon center.
Either Syl or Sy2 substitution at carbon would be pH
independent, since the concentration of water is invariant.

The apparent lack of P-0O cleavage in EA5928 apparently
reflects the greater ease of fluoride ion to act as a leaving
group relative to the more basic isopropoxide moiety. The real
question is why C-0 cleavage is still observed at relatively
high pH values (pH 10-12) in EA5928 relative to other
phosphonofluoridates.
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Keay'’'s work®? in which the effect of varying the alkyl group on
a series of phosphonate esters was studied. They contrasted
the effect on alkaline and acid hydrolysis of changing the
alkyl group on the phosphorus. Their data are summarized in
Table 2, where the relative rates of hydrolysis of diisoupropyl
alkylphosphonates are reported. The key point is that
substitution of the t-butyl group for a methyl group causes a
pronounced change on the relative rate of hydrolysis (0.002 vs
1) in alkaline solution, whereas the change in relative rate
in acid solution is less dramatic (0.33 vs 1).  Hudson and Keay
used these results to infer that .alkaline hydrolysis occurred
at the phosphorus center while acid hydrolysis involved
reaction at the carbon center on the alkoxy group. Thus,
substitution of t-butyl for methyl in EA5928 would slow the
attack at phosphorus to the point that the C-0 cleavage can
compete with P~F cleavage, if their hypothesis is correct.

An answer to this question can be inferred from Hudson and p

TABLE 2

The Effect of Substitution of the Alkyl Group on the
Relative Hydrolysis Rates of Diisopropyl Alkylphosphonates*

Substituent ‘ Relative Hydrolysis Rate
Alkaline Acid
Methyl 1 1 4""
Ethyl 0.16 0.5
n-Propyl .062 .5
n-Butyl .G39 .33
t-Butyl .002 .33

* pata from reference 8

In order to test Hudson & Keay’s prediction, we then
examined the hydrolysis of diisopropyl methylphosphonate (DIMP)
and dimethyl methylphosphonate (DMMP) in the presence of !%0
labelled water. Tables 3 and 4 summarize the data for the
hydrolysis of DIMP and DMMP. One sees that in caustic
solution, only P-O cleavage is observed, while C-0 cleavage
becomes apparent near neutral pH. In acid solution, only C-0
cleavage is observed as predicted by Hudson and Keay. Again,
attack at the phosphorus center is proportional to the
concentration of hydroxide while the path for C-0 cleavage is
invariant except at pH 1. Note that for DIMP, the second-order
rate coefficient for the hydroxide-catalyzed path would be
underestimated because of the intrusion of the pH independent
path for C-0 cleavage.

Table 5 reproduces data from our earlier’ study in which
the second-order rate coefficients for hydroxide ion catalysis
are tabulated for a series of O-isopropyl alkylphosphono- .
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fluoridates including EA5928. One sees that the presence of
the t-butyl group on EA5928 slows the relative rate of
hydrolysis relative to the other phosphonofluoridates in accord
with Hudson and Keay’s work with diisopropyl alkylphos-
phonates.® The result that hydrolysis of EA5928 at neutral pH
is primarily C-0 cleavage may explain why EA5928 is relatively
non-toxic, since the lack of reactivity at the P-F center would
preclude phosphorylation of acetylcholinesterase.

One final point in discussing the mechanism of EA5928
hydrolysis rests with distinguishing whether C-0 cleavage is
Syl or Sy2. Keay'® measured the hydrolysis of an 0,0’-dialkyl
methylphosphonate containing an optically active alkoxide
ligand and found that the alcohol produced was racemic,
implying an Syl path. By analogy, one would predict that the
C-0 cleavage seen for EA5928, DIMP, and DMMP would be
unimolecular as well. Chloride ion is present in the pH 1
solutions which could act as a nucleophile if attack at the
carbon center were Sy2. The pH 1 solutions were examined for
the presence of methyl chloride or isopropyl chloride using !3C
NMR. No alkyl chlorides were detected which is consistent with
an Syl process. A more definitive experiment, however, would
be to monitor the hydrolysis of a methylphosphonofluoridate
containing an optically-active O-alkyl group such as the
pinacolyl group on soman.

Another interesting result regarding hydrolysis is evident
from the pH 1 solutions of DIMP and DMMP. At pH 1, measurable
amounts of methylphosphonic acid (MPA) are formed from the
hydrolysis of the O-alkyl methylphosphonic acid. The data
below summarize the percent of MPA formed by P-O and C-0
cleavage at pH 1:

O
C d, CH, "/OR
ompourn - P - -
\ox $C-0 $P-0
R = methyl 9.2 90.8
R = isopropyl 42.5 : 57.5

One notes first that there is a significant contribution from
P-O cleavage in contrast to the parent diesters which
hydrolyzed solely by C-O cleavage at pH 1. The second point is
that the methyl derivative relies almost exclusively (91% yvs
9%) on P-0 cleavage to form MPA. The facility for the
methoxide ligand to be displaced from phosphorus more readily
than isopropoxide is consistent with Sy2 attack at phosphorus.
Recall that DMMP hydrolysis at pH 14 was too fast to measure at
65 °C. These results can be compared to the hydrolysis of the
fully substituted phosphate ester, trimethyl phosphate (TMP)‘
and the disubstituted hydrolysis product dimethyl phosphate.
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The hydrolysis of TMP at pH 1 is exclusively C-O cleavage,
while Ehe disubstituted ester hydrolyzes by both P-0 and C-0
paths.

TABLE 3

Rate Coefficients for P-0 and C-0O Cleavage During Hydrolysis
of DIMP at 65 °C

na ]S ng h:-l pr 1 02
2=0 £=0
1 --‘ 0 . 14
4 -t 0.022
10 0.007 0.027
12 0.11 0.04
14 18.5 -t

* Not observed

TABLE 4

Rate Coefficients for P-0 and C-O Cleavage During
Hydrolysis of DMMP at 65 °C

pH 4 k,obs hr!, x 10?
P-0 c-0
1 ——. °n084
4 -t : 0.047
10 603 "'-.
12 120 -t
14 930 -t

* Not observed

b 21.8 °C Reaction too rapid to follow at 65 °C.




TABLE 5

Second-Order Rate Coefficients for Hydroxide-Ion
Catalysis for O-Isopropyl Alkylphosphonofluoridate Hydrolysis

at 25 °C
Alkyl x, Misg Ref
Methyl 26.0 a
Ethyl 9.0 b
Isopropyl 2.0 b
t-Butyl 0.0002¢ 3

* R.L. Gustafson and A.E. Martell, J. Am. Chem. Soc., 84, 2300
(1962)

> L. Larsson, Acta Chem Scand, 11, 1131 (1957)
¢ Monitored at 20 °C in buffered solution

CONCLUSIONS

1. The hydrolysis of EA5928 proceeds by parallel reaction
paths producing both fluoride ion and isopropanol as products
of the reaction. The reaction to produce isopropanol is
exclusively C-0 cleavage.

2. Reaction at the phosphorus center exhibits both acid and
base catalysis. Reaction at the carbon center is pH
independent. Hence, the greatest contribution from C-0
cleavage occurs at a pH of 4, where reaction at the phosphorus
center is at a minimum.

3. The ability to see parallel reactions in EA5928 as
contrasted to other phosphonofluoridates seems to result from
the t-butyl group suppressing reaction at the phosphorus center
while having less effect on the reaction at the carbon center.

4. Hydrolysis of DIMP in %0 water also showed contribution
from C-0 cleavage at neutral pH values. As in EA5928, reaction
at the P-0 center was base catalyzed, while hydrolysis from C-0O
cleavage was pH independent from pH 4 to pH 14.

5. Séarch for evidence of parallel reaction paths in

methylphosphonofluoridates should center on the region near pH
4 where the P-F hydrolysis path will be at a minimum.
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of Research, Presidio of San Francisco, CA 94129-6800, Kilian Dill, Department
of Chemistry, Clemson University, Clemson, SC 29634-1905, Susan F. Hallowell,
U.S. Army Chemical Research, Development and Engineering Center, Aberdeen
Proving Ground, Maryland 21010-5423

ABSTRACT

NMR has been used to study the interaction of Lewisite type arsenicals
and their antidotes., The adducts formed have been characterized by carbon and
proton NMR. Having accomplished this, we were then able to determine relative
binding constants of several arsenical-antidote adducts by using proton
nuclear magnetic resonance spectroscopy. The principle antidotes used were
BAL (2,3-dimercaptopropanol), DMPS (2,3-dimercaptopropanesulfonic acid) and
DMSA (2,3-dimercaptosuccinic acid). Both BAL and DMPS had a higher affinity
than DMSA for the two arsenicals studied.

INTRODUCTION

In order for an antidote to be effective for arsenic poisoning, it must
be able to chelate and extract the tissue-bound arsenic. The association
constants for the arsenic—-chelate complexes would be a useful tool to compare
antidotes. Dithiols form particularly stable heterocyclic adducts with
organic—~arsenicals and are the most effective antidotes to date. The
classical antidote, British anti-lewisite (BAL), was developed in the 1940’s
as a topical antidote to lewisite, however it suffers from various drawbacks,
such as stability, solubility, and cytotoxicity [1,2]. In spite of its
drawbacks, it is still the recommended arsenic antidote in the United States
[3]. A replacement for BAL should be less toxic, less lipophilic, and more
water soluble. Two analogs to BAL, DMSA and DMPS, have polar moieties
(carboxylic and sulfonic acids) which make them more water soluble and less
lipophilic, and they are less toxic. We have conducted research dealing with
the cytotoxicity and efficacy of various antidotes [3-5] and have observed
that neither DMSA nor DMPS competes as effectively for arsenic in cultured
cells as BAL [S5]. Earlier we had investigated and characterized the structure
of various As-antidote adducts in the hope that the information concerning
various electrostatic and steric factors may lead to the development of better
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antidotes [6-9].

In this report we present ‘relative’ association constants for various
arsenical-antidote complexes and these values were obtained via NMR
spectroscopy. The arsenicals were phenyldichloroarsine (PDA) and trans-2-
chlorovinylarsine oxide (L0) and the antidotes investigated were BAL, DMPS,
and meso~DMSA.

PDA (aq) . BAL

v OH - CH -
O« a4 - ot
OH SH SH OM

1O (o) | DSMA

Cl H 0=C~-CH-CH-C=0

> ”

,C=C\"/0ﬂ i { | i

M AsC HO SH SH OH
OH

DMPS

CHy= CH - CHy
SH SH SO,M

EXPERIMENTAL SECTION

The organic-arsenicals, antidotes (disulfhydryl compounds) and adducts
were purchased or synthesized as previously described [6-11], Deuterated NMR
solvents were purchased from Merck, Sharpe, and Dohme (West Point, PA, USA)
or Aldrich Chemical Co. (St. Louis, MO, USA).

All 'H-NMR spectra were recorded on a Varian XL-300 FT NMR spectrometer
operating at 300 MHz with a spectral window of 4,000 Hz. Typically the
experiments consisted of several consecutively accumulated data blocks, each
containing 640 transients. Each block could be monitored and accessed
separately, thus assuring attainment of equilibrium before analysis.

Each equilibrium studied consisted of several NMR experiments; for each,
equal amounts the of arsenical-disulfhydryl adduct had been placed into
individual 5 mm NMR tubes and stored in the freezer until needed. The
concentrations ranged from 10 to 100 mM depending on solubility constraints.
The binding experiments were performed by placing a known amount of the
competing disulfhydryl into one of these NMR tubes and measuring the
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components of the mixture after attainment of equilibrium. Free arsenical was
below detectable 1limits, thus individual binding constants were not
determined. The concentrations of the free antidote and the adducts could be
ascertained, provided appropriate specific resonances were identified and
integrated. The procedure would yield only one point in the binding curve per
NMR tube, but the method ensured sample stability and integrity.

The experiments were designed to span a wide enough concentration range of
the competing antidote such that the above measurements allowed us to
calculate relative binding constants. An example is given below for the
system containing PDA, BAL and DMSA. The ratio of the two individual binding
constants (K.,jative) can be defined as:

Kielative ™ Kpar / Kpmusa = [PDAeDMSA][BAL] / [PDAeBAL][DMSA]

The concentrations of the four components were measured or calculated
from the spectral data. The product [PDAeDMSA][BAL] was plotted versus
[PDA*BAL] [DMSA] and K;g),.:ive Was determined from the slope.

No single solvent system was found compatible with all combinations of
arsenicals and antidotes under study. Several solvent mixtures were tried.
The most practical solvent systems were a mixture of D,0 and methanol-d,, D,0
and acetone~dgz, D,0, and in one case methanol-d, was the only suitable solvent.

Some assumptions were necessary due to the complexity of some spectra,
presence of isomers, overlap cf resonances and/or solubilities. For example,
DMSA and PDAeBAL are produced in the reaction between PDAeDMSA + BAL. The
amount of free DMSA was assumed to equal the concentration of PDAeBAL
observed. This was considered a valid assumption because no free PDA was
detected. In the reaction between PDAeDMSA + DMPS, the amount of free DMPS
was assumed to equal the initial concentration of DMPS minus the concentration
of bound DMPS (overlap of resonances prevented the unequivocal integration of
free DMPS).

RESULTS AND DISCUSSION

A representative !H-NMR spectrum for one experiment in the equilibrium
study of the PDAeDMSA adduct with DMPS is shown in Fig. 1. The resonance
assignments associated for each molecule were made previously (7,8]. The
resonances for free DMSA and bound DMSA are clearly discernible and do not
overlap with other resonances, therefore their integral values were used to
determine their concentrations in this experiment. Fig. 2 shows the plot of
the data for the PDAeBAL plus DMSA equilibrium in which the slope of the plot
yielded Knlat:l.vo .

The results obtained with PDA and lewisite oxide are summarized in
Table 1, When DMPS or BAL competed with DMSA for PDA, their binding constants
appeared to be ten times greater than that of DMSA. When BAL and DMPS
competed, their binding constants were comparable (0.93). The binding
constant of LO with DMPS was 12.5 times greater than that of DMSA, a result
similar to that observed with PDA. When BAL and DMSA were the competing
antidotes, the binding constant for BAL was approximately twice that for DMSA.
Thus the BAL/DMSA result obtained with LO was consistent with that obtained
with PDA, though the difference was not as striking.

The above results indicate that the relative binding constants of the
three disulfhydryl compounds toward organic arsenic are rated as follows:
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BAL & DMPS > DMSA. The binding constants of BAL and DMPS were an order of
magnitude higher than that of DMSA in all but one case. The exception was the
LO/BAL/DMSA experiment, where the relative constants differed by only two-
fold. The main difference was that this disulfhydryl study did not contain
any D,0., The deuterated water could allow the various arsenicals to ionize
more appreciably and hence greatly influence the binding. This indeed may be
the case because our related studies using HPLC [12], indicate that a strong
protic solvent will influence the association constants. This means that our
one study which contained no D,0 should not be directly compared to the
others, and that under physiological conditions, these ‘relative’ constants
may be slightly altered than what we determined.

TABLE 1
"Relative" Rate = Eﬂ EIB)%

STUDY A B_ c D "Relative” Solvent System
1 PDAeBAL DMPS  PDAeDMPS  BAL o%;—;'g CD40D:D,0(1:1)
2 PDAeDMSA BAL PDAeBAL DMSA 10.1 D—-6 Acetone:D,0
3 PDAeDMSA DMPS PDAeDMPS DMSA  10.4 D,0 @)
4 LOeBAL  DMPS  LOeDMPS  BAL _ 1
5 LOeDMSA BAL  LOeBAL DMSA 1.67 CD,0D
6 LOeDMSA DMPS  LOeDMPS  DMSA 12.5 D,0

1 No solvent was found that was compatible with all four compounds.
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The three antidotes studied above form identical 5-membered heterocyclic
rings upon reaction with organic-arsenic. Therefore, differences in
equilibrium constants must be due to substituents on the carbon backbone. The
weaker binding of DMSA may be explained by steric hindrance due to its bulky
carboxyl groups. Charge could also be a factor in the case of ionizable
molecules, although it is not a straightforward explanation. BAL, a neutral
molecule, and DMPS (with its ionizable sulfonic acid moiety) have essentially
identical binding constants, whereas DMSA, with two ionizable groups, has a
considerably lower binding constant. Other factors, such as the environment
around the arsenic atom (solvation, possible interactions of the arsenic atom
with the adduct functional groups) and pH may also influence the relative
binding constants, .

Finally. we synthesized a new potential antidote, 2,3-dithiocerythritol
(DTE), in the hopes that its slightly increased polarity, due to its
additional hydroxymethyl group, would make it more soluble and less toxic than
BAL. 1Its structure is identical to DMSA, where the carboxyl groups have been
replaced with hydroxymethyls. In fact, we synthesized it by the reduction of
DMSA with borohydride. The preliminary experiments proved very encouraging
[9]. Enough DTE was synthesized and purified to carry out two animal studies:
the first involved testing BAL versus DTE in the eyes of rabbits to compare
damage in the eye, and the second involved checking the efficacy of DTE and
the other antidotes in mice when challenged with an organic—arsenical.
Unfortunately, the final results showed DTE to be a no gain situation. DTE
proved to cause just as much damage in the eyes of rabbits as BAL, and the
mice survived no better than with BAL or DMPS.

CONCLUSIONS

NMR was used to determine "relative" binding constants of several
arsenical-antidotes adducts. Within our experimental conditions, the strength
of the binding can be rated as BAL 2 DMPS > DMSA towards the organic-
arsenicals used (solubilized Lewisite oxide and Phenyldichloroarsine). A new
potential antidote, DTE, was compared to BAL and DMPS in animal studies, but
no biological advantage was proven.
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A powder contalning sorptive and reactive resing that was developed for the removal and
subsequent catalytic degradation of toxic organophosphorous esters Is characterized using
dimethyl methyiphosphonate (DMMP), p-nitrophenyl diphenyl phosphate (PNDP) and *'P MAS
NMR. The results for DMMP confirm, spectroscoplcally, that the adsorbed ester pertitions
between the sorptive and reactive resin components. Variable temperature *'F MAS NMR resuits
further demonstrate that any molecular exchange between these sites Is occurring at a rate less
than 300 s, even at 50 °C. PNDP hydrolyzes on the resin powder to yleld diphenyl phosphate
(DPP) and p-nitrophenoxide. The anlonic DPP product appears to be tightly bound to the resin
suggesting the formation of a stable Intermediate with the reactive quaiernary amine groups.

INTRODUCTION

Characterizing chemical reactions on synthetlc resins are of current Interest In our
laboratory, since such resins may be tallored to adsorb and react with toxic organophosphorous
esters which inhibit choilnesterase activity.! In particular, macroreticular resins possess a porous
network which should enhance adsorption and provide sites to attach reactive functional
groups.>® The United States Army recently adopted a kit for skin decontamination using
macroreticular resins* in lieu of natural clays such as “Fuller's earth." The resin employed s
actually a mixture of three components: a high surface area, carbonaceous macroreticular
styrene/dlvinylbenzene resin and two macroreticular styrene/divinylbenzene lon-exchange resins.
The strong acld resin contains sulfonic acid groups while the strong base resin has quaternary
amine groups. In solution the toxic, cholinesterase-Inhibitors, such as sarin or soman, are rapidly
hydrolyzed In strong base and also exhibit acld-catalyzed hydrolysis.’

In order for the resin mixture to function catalytically, molecular exchange must exist
between the sorptive and reactive sites and the reactive sites must be able to effect a hetero-
geneous reaction with the adsorbed liquid. Previous studies in our laboratory with 0,0'-dilso-
propyl phosphorofiuoridate (DFP) have suggester partitioning in the resin mixture.® Evidence of
this partitioning Is the apparent low reactivity observed for DFP adsorbed on the resin, despite the
apparent high reactivity with the individual reactive resin components. The nature of this
partitioning must be understood in order to design effective systems which both adsorb and react
with liquid contaminant.
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This study employs *'P Magic Angle Spinning (MAS) NMR to probe the adsorption and
reaction of organophosphorous esters at the molecular level. *P MAS NMR Is perhaps uniquely
sulted for this purpose, since NMR cannot only distingulsh varlous molecular adsorption sites,” "
but also determine the occurrence and rate of molecular exchange between adsorption sites.'"'®

EXPERIMENTAL

Dimethyl methylphosphonate, purchased from Aidrich, was used without further purification.
Para-nitrophenyl diphenyl phosphate, provided by Dr. F. R. Longo, CRDEC, was found to be
greater than 89% pure by *'P NMR. Ambergard” XE-555 Resin, Amberlite” IRA-800 Strong Base
Resin, Amberlyst® XN-1010 Strong Acid Resin and Ambersorb® XE-348F Carbonaceous Synthetic
Adsorbent were obtained from Rohm & Haas Company. The latter three materlals are similar to
the components in the XE-555 resin powder. The IRA-900, XN-1010 and XE-348F resins,
manufactured in the form of small beads, were crushed with a ball miil to yield fine powders. The
strong base IRA-900 resin, initlally in the chloride form, was exchanged with an aqueous 5%
NaOH solution to yield the hydroxide form. The resin was subsequently washed with deionized
water to remove NaCl and excess NaOH and then flitered and dried in air at room temperature.

Solution *'P NMR spectra were obtained at 81 MHz on a Varian XL-200 NMR spectrometer.
3P MAS NMR spectra were obtained at 101 MHz using high-power proton decoupling on a home-
built 8T FT-NMR spectrometer equipped with a Doty Scientiflc variable temperature Smm double-
tuned MAS probe. *'P spin-lattice relaxation times (T,) of less than 2 s are observed for adsorbed
DMMP and PNDP which are greatly reduced from their sofution values. The short T, values
aileviate the need for the cross-polarization (CP) technique and, therefore, the more quantitative
conventional FT experiment was used. All chemical shifts were referenced to an externai sample
of 85% H,PO,. Positive chemical ghifts are at higher frequency (lower field) than the reference.

RESULTS FOR DIMETHYL METHYLPHOSPHONATE (DMMP)

The first phase of the study Involves Identifying the various adsorption sites on the resin
powder. DMMP Is an ideal candldate for this purpose since it Is a small, simple molecule which
is stable except at very high or iow pH. Therefore, the molecule is not expected to react with the
acid or base groups on the resin. This surface probe permits NMR spectra to be obtained which
are not complicated by Interfering reaction products and ailows for the straightforward observa-
tion of chemically different adsorption sites.

P NMR spectra of DMMP vapor adsorbed on the resin powder are shown in Figure 1. The
top spectrum was obtalned under normal solution NMR conditions and reveals two overlapping
peaks at 38 and 29 ppm. The relative narrowness of these resonances Immediately indicates that
DMMP is undergoing fast Isotroplc "liquid-like* motions on the resin which averages the broad
chemical shitt anisotropy (CSA) powder pattern expected for static organophosphorous esters.'®"

FIGURE 1

*'P NMR spectra of DMMP vapor loaded on the
resin powder obtained using normal solutlon NMR
conditions (top spectrum) and MAS with high-power
proton decoupling (bottom spectrum).

290




The bottom spectrum was obtalned using MAS with high-power proton decoupling. This
technique greatly enhiances the resolution of the twin peaks as compared to the spectrum
obtalned without MAS. The namrow downfleld resonance occurs at 36.2 ppm which Is the same
vafue observed for DMMP [n methanol solution. Methanol extraction of the DMMP from the resin
resuits in only the presence of DMMP in the filtrate; thus DMMP does not react with the resin but,
In fact, resides In two different adsorption sites. The spectra further show that any molecular
exchange occurring between the two sites Is slow on the NMR timescale (1 - 10® s) by virtue of
the presence of both Individual resonances.® The width of the peaks in the lower MAS spectrum
(ca. 100 Hz) places an upper limit on the exchange rate of 300 8™ at room temperature.

In order to Identify the nature of the two adsorption sites, *'P MAS NMR spectra were
obtalned for DMMP vapor adsorbed on the three individual resins similar to the components in
the resin powder (spectra not shown). In the case of the carbonaceous macroreticular adsorbent,
a rather broad resonance is detected at 33 ppm (slightly shifted from the solution value of 36
ppm) along with CSA spinning sidebands indicating that the molecules are rather rigidly held.
Conversely, DMMP remains highly mobile on the macroreticular strong base and strong acid ion-
exchange resins yielding sharp resonances at 36.9 and 36.3 ppm, respectively. Only In the case
of the strong base resin does a second signal occur at 25.5 ppm. Therefore, the second site is

- soclated with DMMP adsorbed at quaternary ammonlum hydroxide base sites. A second signal
not delccted for DMMP adsorbed on the strong acid resin, but this does not rule out the
:8slbility of DMMP adsorption at sulfonlc acid sites. This resonance could be coincident with

.2 sorptive signal. A complete listing of *'P MAS NMR assignments for DMMP adsorbed on the

«rlous resins is given In Table 1.

TABLE 1

%P MAS NMR Assigments for Organophosphorous Esters Adsorbed on Varlous Resins

Ester XE-555 XE-348F iIRA-900{(OH) XN-1010
DMMP 38.2" 33 36.9* 36.3

26.3° 25.5°
PNDP -17.9 -17.8 ) -1741 -17.9
DPP -10.1 not observed -9.8 not observed
DPPA not observed not observed not observed -10.7
PNPPA not observed not observed not observed -11.7

*Macroreticular reglon. Quaternary ammonlum hydroxide lon-exchange sites.

%P MAS NMR spectra obtalned from samples of various DMMP weight-percent loadings
{(spectra not shown) indicate that adsorption at the base sites is favored during smali weight-
percent vapor loadings. Conversely, the macroreticular reglon is allowed to fill at large weight-
percent liquid loadings. The relative ratio of the two resonances in these spectra did not change
over a several month perlod indicating that the DMMP partition achleved during the loading
process is stable at room temperature. The relative capacities of the two sites is In keeping with
the expected greater capacity of the macroreticular adsorption sites, yet DMMP in the small
welght-percent vapor loaded sampies does not redistribute to maintain the same constant ratio
between the sites. -

A reasonable explanation for the adsorption behavior of the resin powder is that the reactive
sites facliitate the adsorption of DMMP vapor Into the macroreticular reglon. This can be
rationalized by the fact that DMMP Is very soluble In water which Is expected to be predominately
adsorbed at the ion-exchange sites. The reported water content of the strong base and acid
resins are ca. 70% and 50%, respectively. it Is interesting to note that In contrast to the
macroreticular acld and base lon-exchange resins, DMMP vapor adsorbed on the carbonaceous
macroreticular resin (which only contains about 2% water) Is rather rigidly held. Ali three resins
rapidly assimilate DMMP liquid to yleid adsorbed DMMP which is highly moblie and liquid-like.
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The possibllity of chemlical exchange between the macroreticular sorptive reglon and the
reactlve base sites was further Investigated by varlable femperature *'P MAS NMR. Variable
temperature spectra recorded up to 50 °C for DMMP adsorbed on both the resin powder and the
slrong base lon-exchange resin (not shown) yleld no {eatures attributable to molecular exchange.
On the contrary, at the higher temperatures the lines actually sharpen due to the increased rate of
motion of the molecules within their respective adsorption environments. If molecular exchange
were o:curring between the sites at a rate approaching the width of the resonances (ca. 100 Hz),
then a significant line broadening contribution would be evident as the temperature Is ralsed.
Therefore, molecular exchange is very slow (less than 300 s') even at 50 °C. Site exchange might
be observable by NMR above this temperature, however the quaternary ammonium hydroxide
groups begin to decompose at ca. 60 °C. The varlable temperature spectra were reversible within
the temperature range studled. Magnetization-transfer experiments'"**'* wouid enabie the
calculation of more precise migration rates for organophosphorous esters adsorbed on these
synthetic resin catalysts. We are currently moditying our spectrometer to perform these
experiments in-house.

" It should be noted that molecular exchange between the sites must occur at an appreciable
rate In order for the vesin to function as an effective catalyst. The lack of a fast exchange, as
seen for DMMP, could account for the slow reaction rate found for DFP In our previous study.®

RESULTS FOR P-NITROPHENYL DIPHENYL PHOSPHATE (PNDF)

Unlike the DMMP surface probe, PNDP Is expectid to be more unstable with respect to
hydrolysis®' and, thereby, to react with the acld and base groups In the resin powder. In basic
solution, the major hydrolysis products are diphenyl phosphate (DPP) and p-nitrophenoxide (a
yellow chromophore), although significant amounts of p-nitrophenyl phenyt phosphate (PNPP)
and phenoxide algo form.>'** For acld-catalysis, dipheny! phosphoric acld (DPPA) and p-nitro-
phenol are the sole reported products.’ PNDP Is a white solid at room temperature which
necessitates the use of a solvent in order to load the compound onto the resin.

3P MAS NMR spectra of PNDP adsorbed on the resin powder from 85% (v/v) ethanol/water
solution are shown In Figure 2. Two peaks are present at -10.1 and -17.9 ppm in the spectrum of
a 1 day oid sample (top). The large upfleid peak at -17.9 ppm, which has the same chemical shift
observed for PNDP In solution,” Is assigned to PNDP adsorbed on the macroreticuler reglon of
the resin. The spectrum observed for adsorbed PNDP Is ditferent than the spectrum of neat
PNDP solld™ Indicating that the ester does not merely precipitate as the ethanol evaporates, but
is rather highly dispersed on the resin, The lack of spinning sidebands for the two peaks
indicates that both adsorbed PNDP and the other adsorbed specles are highly moblle and “liquld-
ke, The small downfield peak at -10.1 ppm Is due to the hydrolysls product, DPP, as confirmed

FIGURE 2

- —

*'p MAS NMR spectra of PNDP edsorbed on the
resin powder from ethanol solution. Top: 1 day old
. sample, stored In a capped Smm NMR tube.
Py iy Middle: 23 day old sample, stored in 8 capped
Smm NMR tube. Bottom: sample remained
exposed to alr.
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by extraction and analysis by solution NMR;?' however, no PNPP product Is detected. Thus, the
observed DPP hydrolysis product demonstrates that the reactive sites are accessible to PNDP,
although no distinct signal Is observed for PNDP adsorbed al the acld/base sltes

Solvents play a major role in polymer-supported solution-phase catalysls,>* and ordinarlly the
resin powder would only contain adsorbed water. Therefore, the effect of coadsorbed solvent on
the reaction was investigated In the following experiment. A PNDP/ethanol loaded sample was
atlowed to dry In alr Just to the point where no visible solvent remalned, at which time a portion of
the sample was removed and placed In a capped Smm NMR tube. The rest of the sample
remained exposed to air In order to allow further unrestricted loss of ethanol and equllibration
with amblent molsture. The portions were allowed to stand for 23 days before thelr 'P MAS NMR
spectra were recorded. These spectra are also shown In Figure 2. For the capped sample
(middle), the conversion of PNDP to DPP Is nearly complete with only a small signal remaining
for unreacted PNDP. Also, note that the signal for DPP lacks CSA spinning sidebands indicating
that the product Is still very liquld-llke. However, the spectrum of the alr-exposed portion
(bottom) reveels a reduced conversion along with a DPP product which Is belng very rigldiy held
" by the resin.

'H MAS NMR indicates that no significant amount of highly-moblte ethanol remalins at the end
of the drying period; however, less moblle ethanol would not be detecled as a result of severe
linebroadening due to ‘H-'H dipolar interactions. The capped sample does conlaln considerably
more moblle water than the air-exposed sample, but waler is ruled out as capable of enhancing
hydrolysls since partlally-dried samples wet wilh water only do not yield Increased PNDP
conversions. Therefore, these resuits suggest that coadsorbed ethanol, although of limited
mobility, Is responsible for promoting PNDP hydrolysls, most likely by promoting PNDP migration
rather than allowing release of DPP to regenerale "uged" sites. Thls interpretation Is supported by
the fact that no turnover Is observed when excess PNDP is aliowed to react with the resin In
ethanol solution even though smaller amounts react completely within 4 days. Also, DPP product
Is not extracted by ethanol or water (acldification Is necessary In order to disiodge the product
from the resin).

To determine the reactivity of PNDP with the various components of the resin powder, *'P
MAS spectra were also recorded for PNDP sdsorbed on the carbonaceous macroreticular
adsorbent and the strong acld and strong base macroreticular lon-exchange resins (spectra not
shown). PNDP adsorbed on the carbonaceous macroreticular adsorbent yleids a singie peak at
-17.8 ppm, which confirms tiie previous assignment of this resonance to PNDP adsorbed in the
macroreticular reglon. As sxpected, no reaction products are observed on this purely sorptive
component. PNDP adsorbed on the strong base resin hydrolyzes In the same manner as on the
resin powder as Indlcated by a peak at -8.6 ppm, which Is simllarly assigned to the hydrolysils
product DPP. In support of this assignment, the inttlally tan strong base resin rapidly becomes

l FIGURE 3

] *'P MAS NMR spectra of PNDP adsorbed on the

_ macroreticular strong acld resin. Top: 1 day old,
l\ J\ ' stored In a capped 5mm NMR tube. Middie: 40
days old, stored In a capped Smm NMR tube,
Bottom: sample exposed to alr for 6 additional

days.
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yellow after belng slurrled with the PNDP/ethanol solution, consistent with the release of the p-
nitrophenoxide chromophore. The strong base resin further parallels the resin powder behavior In
that the spectrum of an alr-exposed, 15 day old sample shows a poor conversion along with a
large CSA for thc Immobilized DPP product, whereas the capped control sample ylelded a much
- better conversion along with a highly mobile, liquid-like DPP product. Agaln, these findings are
consistent with the DPP anlon remaining bound to the quaternary amine lon-exchange sites, and
enhanced PNDP hydrolysis due 1o its greater mobllity In the presence of elevated amounts of
coadsorbed ethanol.

Spectra obtalned for PNDP adsorbed on the strong acld resin, Figure 3, are quite different
than the spectra obtained for both the resin powder and strong base resin. Again, the peak at
-17.9 ppm In the spectrum of a 1 day old sample (top), Is due to PNDP adsorbed in the macro-
retlcular reglon. The peaks at -10.7 ppm and -11.7 ppm are assigned to the acid-catalyzed
hydrolysls products, diphenyl phosphoric acid (DPPA) and p-nitrophenyl phenyl phospharic acld
(PNPPA), based on the chemlcal shifts of these specles In solution. The spectrum taken after the
sample had been kept for 40 days In a capped 5mm NMR tube (middie) shows further hydrolysis
of PNDP with DPPA apparently being the favored product. Solvent extraction of the strong acid
resin yields the same relatlve amounts of PNDP, DPPA and PNPPA In the flitrate Indicating that
the products are easlly removed and not tightly bound to the sulfonlc acld fon-exchange sites.
The bottom spectrum was obtained frorn the same sample after it had been exposed to air for 6
days and shows further DPPA and PNPPA formation along with the appearance of a third peak
at -4.4 ppm (product not identifled). Even after long-term alr exposure, the neutra! acld products
on the strong acld resin remain highly mebile and liquid-ilke in the absence of coadsorbed
ethanol, Indicating an increased mobiliity of the neutral specles as compared with the anionlc
base-catalyzed products.

CONCLUSIONS

¥p MAS NMR spectra of DMMP adsorbed on the resin powder provide direct evidence for

the partitloning of adsorbed organophospharous ester occurring between two different adsorption -
=Ites. Comparison of spectra obtalned for DMMP adsorbed on strong acid and strong base lon-
exchange resins and a carbonaceous macroreticular adsorbent (the three components of the
resin powder) allow the assignment of the two adsorption sites to the macroreticular region and
the quaternary ammonium hydroxide fon-exchange sites. No resonance Is detected for DMMP
adsorbed at sulfonic acld lon-exchange sites. Varlable temperature spectra obtained for DMMP
adsorbed on both the resin powder and the strong base lon-exchange resin Indicate thzt DMMP
exchange betwean the macroreticular reglon and the quaternary amine sites cannot be occuiring
at a rate greater than 300 8™

The results abtalned for the hydrolysls of PNDP adsorbed on the resin powder (from ethanol
solutlon) reveal that the anlonic DPP product appears to be tightly bound to the quaternary amine
ion-exchange sites rendering the reaction stolchiometric. PNDP hydrolysis Is enhanced by the
presence of coadsorbed ethanol conslstent with an Increased rate of diffusion to available
reactive sites. Product immoblilzation does not occur for acld-catalyzed hydrolysis on the strong
acid resin where the neutral DPPA and PNPPA products remain highly moblie, even in the
absence of coadsorbed ethanol. However, the analogous acid-catalyzed process does not occur
on the resin powder. The reason for the apparent lack of reactivity of the resin powder sulfonic
acid groups remains unclear.
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EFFECT OF LONGITUDINAL BAFFLES ON THE VISCOUS
LIQUID-FILL INDUCED DESTABILIZING MOMENT

Miles C. Miller
U.S. Army, Chemical Research, Development and Engineering Center
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ABSTRACT

Experiments were conducted on the CRDEC Laboratory Test Fixture for Non-Rigid Payioads to investigate
the effects of various longitudinal baffie arrangements on the destabilizing moment created by a viscous liquid in
a cylindrical container undergoing the simultaneous spinning and coning motion of a projectile in flight. The
baffles consisted of radial walls running the entire longitudinal length of the cylinder which effectively divided
the cylinder into different pie-shaped cavities. One, two, three and four cavity baftle configurations were
evaljuated in a nominal cylindrical container filled with liquids having a viscosity range from 1K to 100K cSt.
The resulting liquid-induced rolling moments and non-dimensional liquid-induced yawing moments are
presented as a function of Reynolds number.
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LIST OF SYMBOLS
AR aspect ratio (c/a)
a canister inside radius
Cc’ baffle configuration (number of laterai cavities)
c canister inside half length

C'sm  generalized liquid side moment coefficient (M, g / w? a® my, tanf)
C'trm  generalized liquid rolling moment coefficient (M ry / o’ a®> my tan?6)
Mipm  liquid fill induced rolling moment

Misu  liquid fill induced side moment

my total liquid mass

R,’  Reynolds number - w' a* / v

t time

9 canister coning angle

v liquid fill kinematic viscosity

Ve kinematic viscosity of additive

oN yawing motion of projectile in flight (via yaw sonde)
T non-dimensional coning rate ({1 / w’)

¢ spin rate of projectiie in flight (via yaw sonde)

Y] canister coning rate

w canister spin rate (relative to coning reference frame)
w' canister absolute spin rate (w + {2 cos )
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INTRODUCTION

Significant progress has been made over the past ten years in developing mathematical methods to predict the
occurrence of flight instabilities in spinning projectiles created by their liquid-fills.!"! The results of this effort
allow the entire liquid-fill projectile Right instability problem to be presented in a single three-dimensional plot
as shown in Figure 1. The liquid-fill induced destabilizing moment is depicted as a function of the liquid-fill
characteristics (Reynolds number) and the projectile motion (non-dimensional coning frequency).

This plot graphically illustrates the entire range of conditions including both low and high viscosity regions
corresponding to high and low Reynolds numbers, respectively. Of particular note, is the presence of a large
peak moment acting over a narrow frequency ratio range at the higher Reynolds number region where the
inertial effects dominate and the large moment occurring over a broad frequency range in the viscosity
dominated, low Reynolds number region. Recent research emphasis has been on establishing means of
preventing these instabilitiés from occurring.

For low viscosity (i.e., high Reynolds numbers) liquid-fills, a resonance condition is created with the
liquid-fill producing large destabilizing yawing moments in response to the projectile nutation motion. The
frequencies of the inertial waves which cause the destabilizing moment are a strong function of the payload
geometry. A small change in the length to diameter ratio of the payload compartment can shift these liquid
frequencies away from the nutation frequencies seen in flight, thereby avoiding a resonance condition. In this
manner, payload geometries can be selected to prevent this type of instability.

While flight instabilities associated with low viscosity fluids can be easily and effectively prevented, the
situation with reducing or eliminating instabilities for high viscosity fluids is not as simple because these are
relatively insensitive to changes in the payload container aspect ratio.

One technique involves the addition of a small amount of an immiscible, low viscosity liquid additive to the
highly viscous liquid-ﬁll.m The slightly higher density additive is centrifuged out to the inside surface of the
payload container during flight subsequently reducing the destabilizing moment. Only a small amount of
additive is required to achieve this effect as shown in Figure 2. Recent instrumented flight tests!*! demonstrated
that this approach can dramatically improve the flight instability of liquid-filled artillery projectiles.

Figure 3 shows the yaw sonde data (indicating the yawing motion and spin rate as a function of time during
flight) of a 155mm artillery projectile with two different liquid-fills. On the left, the fill was composed of 10K
¢St Silicone Fluid and produced a severe flight instability with an increase in yaw angle and decrease in spin rate
characteristic of a viscous liquid-fill instability. The right side of the figure presents the flight data for the same
projectile and liquid-fill, but having 5% by volume of water (which is immiscible in silicone fiuid, and has a
slightly higher density) added to the payload container. As can be seen, a stable flight is achieved with the
additive.

While the additive was successful for the lower viscosity fluids tested, it was not as effective for the very
high viscosities. As illustrated in Figure 4, the additive was not capable of presenting the instability. This
might be due to the inability of the additive to be distributed quickly enough to the outside of the container
during the rapid spin-up transient the projectile undergoes during gun firing. The destabilizing effect occurs
before the additive has time to be effective.

The XM761, White Phosphorus (WP), Smoke Screening, 155mm artillery projectile, illustrated in Figure 5,
contained WP saturated, cotton wicks in a cylindrical canister. A cruciform, longitudinal baffle was located in
the canister, solely for structural purposes. The liquid WP resulted in unstable flights.*! Experiments were
conducted on the Laboratory Test Fixture for Non-Rigid Payloads with this canister configuration (both with and
without the baffle) filled with liquids having a wide range of viscosities. The no-baflle data shown in Figure 6
revealed the ability of a homogenous, viscous liquid-fill to create a destabilizing moment. Similar tests with the
baffle in place indicated that the moment was greatly reduced for the high viscosities, but became larger at the
lower viscosities. Since the baffle did not provide an across-the-board solution for all viscosities and because of
the emphasis on understanding and predicting the general phenomena of viscous liquid-fills, the baffle approach
was not pursued at the time. The purpose of the current study is to investigate the influence of longitudinal
baffles in more detail.

LONGITUDINAL BAFFLE CONFIGURATIONS

The baffles consisted of radial walls running the entire longitudinal length of the cylinder which effectively
divided the cylinder into different pie shaped cavities as illustrated in Figure 7. One, two, three and four cavity
baffie configurations were evaluated, where the one cavity configuration represented the "no-baffle” case. The
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baffle wall thickness was selected to provide a dividing wall which was sufficiently thick to survive structurally
under firing conditions. Thus, the same items tested on the fixture could be eventually flight tested. In all of
the baffles, the baffie walls extend to the inside surface of the canister, effectively isolating each cavity from one
another. One of the four cavity arrangements, however, includes a small gap. This was done to match,
somewhat, the earlier XM761 baffle situation and to determine if a gap is critical to the baffle performance.

EXPERIMENTAL APPROACH

A series of experiments were completed at the U.S. Army Chemical Research, Development and
Engineering Center (CRDEC) on the Laboratory Test Fixture for Non-Rigid Payloads!®! shown in Figure 8.
This apparatus forces a spinning, liquid-filled cylindrical container to undergo fixed-angle coning motion. Thus,
the liquid-fill experiences the same basic dynamic environment it would have in a spinning and nutating
projectile. A silicone fluid was used to represent a homogenous, highly viscous, liquid-fill. The procedure was
to mount the filled container to the fixture frame at a coning angle (f) of 20 degrees. The container was spun
about its longitudinal axis to a spin rate of about 9,000 RPM. The fixture frame was then rotated about a
vertical axis until the spinning container assumed a coning motion at the fixed value desired for that particular
test run. At that point, the container spin turbine air was cut-off allowing the container and liquid-fill to despin
at a constant coning angie and constant coning rate. The resulting container spin rate versus time data were used
to compute the net despin moment acting on the canister at the various spin rates. Subtacting out the
contribution to this moment due to the bearing friction (which had been previously determined with similar tests
using an empty container), results in the despin moment induced by the liquid-fill. This is sometimes called the
"liquid rolling moment" (Mgy) and is directly related to an associated "liquid side moment™ (M; gy ) which is
described by the following simple expression:

MlﬁM =MmM/‘3“6

These terms are illustrated in Figure 9. Thus, the measured liquid induced despin moment is a measure of the
destabilizing liquid yawing moment.

DESTABILIZING MOMENT

Figures 10 through 12 contain the liquid-induced rolling moment (i.e., despin moment) as a function of spin
rate for the various baffle configurations for liquid fill viscosities of 100K, 10K and 1K, respectively. For the
500 RPM coning rate shown, the moment at a spin rate of 6,000 RPM is of primary concemn in that this
represents the projectile flight motion for the critical Zone 4 firing condition. At this transonic flight condition,
the projectile has its Jowest aeroballistic stability and is most susceptible to a liquid-fill instability.

From Figure 10 (100K cSt), it can be seen that all of the baffle configurations act to reduce the destabilizing
liquid-induced moment compared to the no-baffle case, with the baffles being more effective (in reducing the
liquid moment) with an increasing number of cavities. In Figure 11 (10K cSt) however, the baffies both
decrease and increase the moment. Further, in Figure 12 (1K cSt), the baffles always increase the moment. In
general; the presence of the gap in the baffle lowered its effectiveness.

DESTABILIZING MOMENT COEFFICIENT

The moment data from all of the tests were reduced to generalized liquid moment form (C’;gu) which is
oaly a function of Reynolds number. Figures 13 through 17 includes data for the different baffle configurations.
The data seem fairly consistent for the lower Reynolds numbers (i.e., high viscosities), but seem erratic for
some cases at the higher Reynolds numbers (i.e., low viscosities). This is probably attributed to the existence of
a resonance instability for some of the baffle configurations which is exacerbated at the higher Reynolds
numbers. The cavities represent an effective aspect ratio which could create this resonance condition.

Figure 18 represents the non-resonance data, and indicates the effect of the longitudinal baffles and the
immiscible, low viscosity additive on reducing the viscous liquid destabilizing moment. The figure contains a
stability boundary line for the nominal 155mm artillery projectile which has been established from previous
flight and laboratory tests. If the liquid-induced moment coefficient is below this line, a stable flight will be
obtained. Conversely, if the curve is above this boundary, an unstable flight will occur. The data show that for
the no-baffle case, an unstable flight will result for Reynolds numbers between 3 and 1000. As can be seen, the
baffles are effective in providing a stable flight below a Reynolds number of around 70. Whereas, the additive is
effective in providing stable flight above this Reynolds number.
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CO! CLUSIONS

1. Longitudinal baffies can both increase and decrease the destabilizing moment produced by a viscous liquid' in
a spinning and coning cylinder depending on the Reynolds number and baffle configuration.

2. For Reynolds numbers on the order of 10, all baffle configurations reduced the destabilizing moment relative
to the no-baffie case, with the amount of reduction increasing with the number of transverse cavities created by
the baffies. Both a three and four cavity, longitudinal bafle would reduce the destabilizing moment sufficiently
to provide flight stability for a 155mm projectile having a 100K cSt fluid fill.

3. For Reynolds numbers on the order of 100, the baffles are not as effective as at the lower Reynolds number
and, in fact, for certain configurations, significantly increase the destabiliziag moment over the no-baffle case.
A four cavity baffie would reduce the destabilizing moment sufficiently to produce a stable flight for a 1SSmm
projectile having a 10K cSt fluid fill.

4. For Reynolds numbers on the order of 1000, all baffles significantly increase the destabilizing moment over
the no-baffie case. The use of any of the baffle configurations would result in an unstable flight for a 155mm
projectile having a 1K ¢St fluid fill whereas this liquid-fill would produce a stable flight without a baffie.

5. The presence of a gap between the outer edge of the baffle and the inner surface of the cylinder (of about 6%
of the cylinder diameter) significantly degrades the effectiveness of the baffle in reducing the destabilizing
moment.

6. While not providing an "across-the-board" solution to the viscous liquid fill flight stability problem, bafie
configurations can be selected to meet specific payload and projectile situations. Longitudinal baffles offer a
means of stabilizing liquid-filled projectiles without a severe payload penalty (10-15%) and are not affected by
flight motion transients. In this regard, the baffles are most effective for liquid-fills for which there are no other
means of obtaining stable flights.
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INCLUDING LIQUID-FILL EFFECTS IN THE TRICYCLIC THEORY

Daniel J. Weber
U. S. Army, Chemical Research, Development and Engineering Center
Aberdeen Proving Ground, Maryland 21010-5423

ABSTRACT

The Tricyclic Theory is a simplified mathematical description of the flight motion and stability of a spinning
projectile. The conventional theory provides a detailed insight into the relative contributions to the flight
motion of a projectile due to various aerodynamic and inertial parameters. This theory has been modified to
include the effects of a liquid-fill. A computer program has been prepared which computes and graphically
displays the complex projectile motion and can use either theoretical estimates of liquid-fill characteristics or
experimental data from the CRDEC Laboratory Test Fixture for Non-Rigid Payloads. This approach allows a
preliminary assessment of a liquid-filled projectile’s stability to be made much faster than using the current six
degree-of-freedom programs. Flight stability predictions from the Modified Tricyclic Theory are compared with
flight test results.

LIST OF SYMBOLS

Cyrep,, liquid induced side moment coefficient v velocity
Cn,  dynamic stability derivative coefficient a angle-of-attack
C., static stability derivative coefficient a,  initia) angle-of-attack
Cn,  serodynamic trim derivative coefficient o, initial time rate of change of a
C.,  Magnus moment derivative coefficient B 'an'g‘le-of-sndeshp. .
d reference diameter B, !ngtgal a.ngle-of-sndeshp
I roll moment of inertia B, initial time rate of change of 8

x I 8 control deflection angle

I transverse moment of inertia .
K, o of sosionem P ot B saion gl oo o«
ﬁz i:: g:. precess lyl:g?m::n::'im arm € complex angle of attack, f+ia
M!um liquid induced side moment Ai2  Dutation and precession damping exponent
Mysy, liquid induced side moment due to § , gz(‘)g; o oasity

Mysy,, liquid induced side moment due to 8 and p on total angle of attack in sun fixed axes

M,,  Magnus moment due to § (yawsonde data)

M, pitch moment due to pitch rate, q T defined by equation 7
M,  pitch moment due to o ) roll rate measured in sun fixed axes
M,  pitch moment due to & (yawsonde data)
M, moment due to control deflection, & wy 2  nNutation and precession frequency,
my; complex roots to differential equation ' (imaginary part of m)
Nj23 constants in linearized aeroballistic equation
p spin rate .
q pitch rate
[ d : l v?
q YDamic pressure, 2 P

S reference area
8 gyroscopic stability factor
time

t
At Tricyclic Theory time step




INTRODUCTION

The Tricyclic Theory provides a relatively complete solution to the aeroballistic equation which describes the
free flight motion of a rolling vehicle. Until now, the Tricyclic Theory only considered the influence of the
projectile’s physical properties (moments of inertia, diameter) and aerodynamic characteristics (static and
dynamic stability, Magnus, trim moment or trim angle) in determining the flight motion.!"! A flight dynamicists
using this theory can parametrically analyze the flight characteristics of a projectile to determine factors which
bave the greatest influence on its stability. The problem with this approach is that the influence of the payload
on the projectile flight motion is ignored. This assumption is fine for solid payloads but not for liquid payloads.
It has been shown experimentally, theoretically and through firing tests that liquid-fills can cause flight
instabilities.?] Presently there are several analytical and computational methods available to determine the effects
of a liquid payload on the flight stability of a projectile.l®] 4/ ¥ The drawback to these methods are that they are
complicated to use, require large computers, a substantial amount of computer time is required and the results
are sometime difficult to interpret. By including the liquid payload effects in the Tricyclic Theory, many of these
drawbacks are eliminated. The Tricyclic Theory is easy to use, employees conventional aeroballistic and
aerodynamic definitions and nomenclature, can run on many different types of computers, executes quickly and
produces results in a graphical format for easy interpretation. '

CONVENTIONAL TRICYCLIC THEORY

In the Tricyclic Theory, the complex total angle-of-attack, § = § + ia, is determined from the linearized
aeroballistic equations of projectile motion. The assumptions required to linearize the aeroballistic equations are
based on the following: small angles, constant aerodynamic coefficients, non-thrusting vehicle, rotation and
mass symmetry and a rigid body. The mathematical representation of this motion is described by a linear,
second order, differential equation.

£+ N E+ Ny =Nye? (1)
where N;, Nj and N; are constants defined as:
I M, + M,
Ny= | =ip - ——— )

e @
M M,
e ot

.| Ms
N3y =i [—1-6] 4)

solving equation (1) yields the following solution:
E= Kl em! + K2 ™! + K] e'™ %)

where K;, K;, and K; are the nutation, precession and trim arms, respectively. The Magnus moment along
with the other aerodynamic terms appear in the relations for m; and m; which are defined as:

m3 = N2 +iwg

M, + M, T | Pl !
= 4= — — |1+ = 6
[ 3l ][’i’]iM"'I,]“[zl 17” - ©
the subscript 1 and 2 denote the nutation and precession motion, respectively. 7 is expressed as follows:
Plx
2 1
T= &Z_Ma'wz= l_-l_wz ™
2 I Sg

and s, is the gyroscopic stability factor which must be greater than 1 for stability. s, is defined as:
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.Figure 1 illustrates the different components of the Tricyclic Theory. The magnitudes of the nutation,

precession, and trim arms are K;, K;, and K;, respectively. Each arm rotates at the following rates: w, for
nutation, w, for precession, and p for trim. Also, the magnitude of the nutation and precession arms can
increase or decrease depending on the sign of A, and \;, respectively. £, is the distance between the tail of K,
(i.e., flight path) and the head of K; (i.e., projectile’s nose). A typical conventional Tricyclic Theory
simulation of a spin stabilized projectile is shown in Figure 2. The simulation is started at the position labeled
1" and follows the plotted curve. The small loops represent the projectile’s nutation and the large loop is the
precession. The simulation depicted in Figure 2 does not include liquid-fill effects. The next step is to
eliminate the rigid body assumption and to include the liquid fill effects.
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Figure 1:  Tricyclic Theory Terminology Figure 2:  Typical Conventional Tricyclic

Theory Simulation

MODIFIED TRICYCLIC THEORY TO INCLUDE LIQUID-FILL EFFECTS

To incorporate the liquid-6ill effects into the Tricyclic Theory, the liquid payload moment had to be included
in the mathematical expressions of the theory. It is known that the liquid-fill moment behaves in a similar
manner to that of the Magnus moment for a spinning projectile.!] The Magnus moment is a function of
projectile spin rate and total angle-of-attack. The liquid-fill moment can also be expressed as 8 function of spin
rate, angle-of-attack and nutation rate. Since the nutation and spin rate are constants in the Tricyclic Theory, the
two moments behave the same. To include the liquid-fill moment, the Magnus moment term in equation (6) was
modified. The liquid-fill effect, expressed as a side moment was added to the Magnus term and thus equation
(6) becomes:

myz = N2 + i)

[P () o) 2] ¢ [22]122]] o

Since, both the Magnus and liquid side moments are part of the real term of equation (9), only the precessional
and nutational damping of the projectile are affected.

INDUCED LIQUID SIDE MOMENT COEFFICIENT

All aerodynamic terms used in the theory are entered as coefficients and thus, the liquid-fill moment must
also be converted to a coefficient. The liquid-fill moment can be estimated using any of the available computer
programs developed for liquid-filled projectiles or by a direct measurement of the liquid-fill moment using the
laboratory test fixture for non-rigid payloads.!”) The latter method was used to determine the liquid-fill
coeflicients in the following examples.
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The conversion of the test fixture results to coefficients is accomplished by first determining the nutation rate
of the solid projectile. Since, the liquid-fill only influences the projectile’s damping and not its angular
frequencies, the conventional Tricyclic Theory (i.e., solid body) provides the same nutation rate whether the
shell is solid or not. Knowing the nutation rate of the projectile and the liquid-fill viscosity, the appropriate test
fixture data can be determined. For a given liquid payload viscosity, test results encompassing the range of
values experienced in flight are available for: nutation rates of 200-500 rpm in 100 rpm increments, nutation
angles of 5-20° in 5° increments and spin rates of 200-8000 rpm. Figure 3 shows typical test fixture results,
M su Versus nutation angle (6) for various constant spin rates (p), for » = 100,000 ¢St and an w, = 500 rpm.
It should be noted that the test fixture coning or nutation angle (6) is analogous to the total complex angle-of-
attack (£) used in the Tricyclic Theory. The results from Figure 3 are fitted with straight lines and the slopes
(Mysy,) are determined. Mgy, versus p are shown in Figure 4 for different fluid viscosities.
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To be consistent with the definition of the Magnus coefficient, the derivative Msy,, is determined from
Figure 4. A problem occurs at this point in the calculation of Mysy,, for a given fluid, since the derivative is
not constant with spin rate. This problem is avoided because of a basic assumption of the Tricyclic Theory that,
the spin rate is constant. In order to obtain the correct liquid-fill moment for a given set of flight conditions,
M sm,, is assumed to be the slope of the straight line through the origin and the intersection of the M;sy, versus
p curve at the desired projectile spin rate. As an example, the slope of the dash line in Figure 4, for a 100,000
cSt fluid and a spin rate of 6000 rpm, represents the value of M, gy, for this fluid and spin rate. This approach
is reasonable because of the assumed constant spin rate and since Mgy is a linear function of 6. With Mgy,
calculated, the liquid side moment coeflicient is determined by the following equation which is analogous to the
Magnus coefficient:

2V Mygm,,

10
TSE (10)

Cuer,, =

For each of the fluids shown in Figure 4 values of Cygp, were determined, and these results are listed in
Table 1.
COMPARISON OF TRICYCLIC THEORY TO FLIGHT TEST RESULTS

As an example, to show that the Modified Tricyclic Theory can accurately predict the stability of a
projectile, a comparison will be made with flight test results.!®l The tabulated test results are provided in Table
2.

Comparison of E1-9394 With the Modilied Tricyclic Theory

The yawsonde flight record from D’ Amico and Miller, of projectile E1-9394 is shown in Figure 5. Sigma N
(on) is a measure of the angular displacement with respect to the position of the sun and the velocity vector of
the projectile. oy is analogous to the complex angle-of-attack plane used in the Tricyclic Theory. Also shown
in Figure § for this round, is the associated spin rate ($) versus time. ¢ is the projectile’s spin rate measured in
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TABLE 1. Cygp,, Determined Experimentally for Various Fluid Viscosities

Fluid Description Crsm,
1,000 ¢St Silicone 0.054
6,700 cSt Silicone 0.350
10,000 cSt Silicone 0.336
32,000 ¢St Silicone 0.490
100,000 cSt Silicone 0.676
100,000 cSt Silicone (50% full) | 0.781
100,000 cSt corn syrup 0.780
100,000 ¢St viscoelastic 0.160

Note: p = 6000 pm, w; = 300 pm

TABLE 2. Flight Test Results (1978) for 155 mm Liquid-Filled Projectiles

Round Type of Viscosity Comments
No. Fluid »
(cSt)
E1-9391 { comsyrup | 1.92x10° unstable
E1-9392 glycerol 1.03x10° stable

E1-9393 | comsyrup | 1.92x10° unstable
E1-9394 | comsyrup | 1.92x10° unstable
E1-9395 | comsyrup | 2.14x108 stable
E1-9396 glycerol 6.34x10° | constant yaw

Note: transonic launch =320m/s, initial yaw 10°-12°,
all rounds were conditioned to 22° C except for
E1-9395 and E1-9396 which were conditioned 10 4° C.
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Figure 5: Yawsonde Flight Test Data for Round E1-9394

the sun reference frame. Using test fixture liquid-fill results a coefficient for com syrup was found to be
Cyre, = 0.78. A typical Modified Tricyclic Theory simulation for a 155mm projectile using flight test firing
conditions and laboratory test fixture results for com syrup, is shown in Table 4. Note that the damping
constants indicate that the round is stable in precession (A;) and unstable in nutation (\,). A graphical
representation of the results in the angle-of-attack plane is shown in Figure 6. The major differences between
the actual and predicted angular growth is due to the spin decay of the real projectile. As the spin decreases, the
yaw growth will increase. A high spin rate is required to stabilize the projectile. The Tricyclic Theory holds
the spin rate constant at the launch condition of 600C rpm, whereas the spin rate of the flight test round begins
to fall off rapidly after 5 seconds. The constant spin rate in the Tricyclic Theory provides more stability than the
projectile experiences in flight. However, the Modified Tricyclic Theory predicts the unstable flight motion due
to the liquid-fill.
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TABLE 3. Typical Tricyclic Simulation, Initial Conditions and Results

Initial Conditions
I, =0176kg—m* | a, =0.°
I=1786kg-m? ' | a, = 0.%sec
S = 0.019 m? B, =0.°
d=0.15m B, = —220.%/sec
p = 1.055 kg/m’ V = 320 m/sec
Cp, = 4.450 p = 6000 rpm
C, = —10.00 = 0.0035 sec
C,,, = 0.500 towx = 30.00 sec
Cy = 0.0 8=0°
Ciom, = 0.78

Results

q = 54056. N'm* | 7 = 1.302
§ = 2.44 K, = 4.618°
w; = 523.6 rpm K, = 4.618°
w; = 68.7 rpm K; = 0.0°
A = 0,115 sec™! o = —0.330 sec™!

Tricyelic Theory, a va. Time Trieyclic Theory, a vs. Time
100 100
»n »
0 ”
© _ ©
0 )
¥ ¥ -
w % 8 B o g lieens o8 buioad of gheers
-40 -4 = 1000 ot
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R T T T e % e B T R
Time ~ sec Time ~ ses
Figure 6:  Tricyclic Flight Simulation for Figure 7:  Tricyclic Flight Simulation for
Round E1-9394, o Versus Time Round E1-9392, o Versus Time

Comparison of E1-9392 With the Modified Tricyclic Theory

The flight test of E1-9392 with a glycerol fill indicated a stable flight. For the Tricyclic analysis, test fixture
results for a 1000 cSt Silicone fluid which is similar to glycerol, was used to calculate a Cygp,, = 0.0535. The
Tricyclic Theory predicted a stable flight for round E1-9392 as shown in Figure 7 whnch matches the
corresponding flight results.

Comparison of E1-9396 With the Modified Tricyclic Theory

One final comparison was made between round E1-9396 and the Modified Tricyclic Theory. From the
yawsonde data, round E1-9396 was neutrally stable with a constant nutation angle. For the Tricyclic analysis,
instead of glycerine at 4 °C and a viscosity of 6340 cSt, Silicone oil was used with a viscosity of 6700 cSt. The
cold temperature for the flight projectile caused the glycerin to have a higher viscosity. Silicon oil at a viscosity
of 6700 cSt bas a Cygp,, of 0.3500. The a versus time plot from the Modified Tricyclic Theory is shown in
Figure 8 which is in good agreement with the flight test results.
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Figure 8: Tricyclic Theory Siraulation for Round E1-9396, a Versus Time
CONCLUSIONS

The conventional Tricyclic Theory has been modified to include non-rigid payload (i.e., liquid-fill) effects.

2. Liquid-fill effects can be determined from theory or laboratory experiments.

3. Advantages of the Modified Tricyclic Theory are: ease of use, quick execution, and results presented
graphically for ease of interpretation.

4. Predictions from the Modified Tricyclic Theory show good agreement with flight test results.

5. The Modified Tricyclic Theory is extremely useful as an initial screening tool for liquid-filled projectiles
designers. Thus, allowing bad designs to be eliminated early which permits the designer to concentrate on the
more stable configurations.
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ABSTRACT

Projectiles containing various fills of silicon oil and water were fired in an effort to quantify the
stability improvement when a low viscosity, immiscible fluid is added to a highly viscous payload.
Yawsondes were used to measure the projectile yaw and roll histories. An unstable liquid-fill flight was
typified by a large growth in fast-mode yaw followed by a rapid despin. The reduction of the fast-mode yaw
damping indirectly produced a measure of the magnitude of the liquid side moment coefficient. The
reduction to the liquid side moment coefficient was predicated on the ability to measure aerodynamic fast-
mode damping for projectiles at various yaw levels near transonic speeds. The roll history provided an
indirect measurement of the liquid roll moment coefficient. A reduction in the destabilizing liquid side
moment was evident when low viscosity additives were used to lubricate the interior cavity surface.

LIST OF SYMBOLS
a cavity radius a fast-mode yaw amplitude
C,. liquid side moment coefficient a, initial fast-mode yaw amplitude
C,. liquid roll moment coefficient £ projectile fast-mode damping rate - In(k/ko)/Y
I projectile axial moment-of-inertia €., aerodynamic fast-mode damping rate
L projectile transverse moment-of-inertia €, ,, damping rate due to liquid fill
M liquid roll moment ¥ inertial coning rate
m mass of liquid in a fully filled cavity ¢ roll rate measured by yawsonde
k sin (o) ' P local atmospheric density
k, sin (&) Po atmospheric density at spark shadowgraph range
P inertial spin rate G ratio of inertial moments - 1 /1,
P time rate-of-change of p S, compliment of sun-angle
P.o time rate-of-change of spin simulation 1 non-dimensional coning rate — yp
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INTRODUCTION

The instability of high viscosity fluids in a spin-stabilized carrier has been extensively documented
by theoretical studies coupled with laboratory and flight tests. Recent experimental spin-fixture tests show
that the addition of an immiscible, low viscosity, higher density fluid can reduce the liquid roll moment
produced by the high viscosity bulk material'. From this data, it can be inferred that a reduction in the
destabilizing liquid side moment is also a result’. The magnitude of the liquid side moment is the predomi-
nant parameter deciding the yaw stability of a properly designed spin-stabilized liquid-filled shell.

The stability of a liquid-filled shell can be simplified to the balance between the undamping effect of
a destabilizing liquid payload to the designed stability of the shell as a payload carrier. The underlying
premise is that the carrier maintain enough fast-mode damping to overcome the internally generated liquid
destabilizing side moment .

£= eliquid“‘ Eaero"% (1)

The total damping rate, €, can be measured by the examining the fast-mode component of the yaw history.

The liquid damping , €, ., results after subtracting known aerodynamic damping data, € , , measured at
a spark shadowgraph range facility. The density ratio in (1) is used to scale experimentally determined
aerodynamic damping to local flight atmospheric conditions. The projectile shape, mass properties, and
flight characteristics such as Mach number, angle-of-attack, and spin and yaw rates are also required to
define the aerodynamic damping of the payload carrier.

The fluid physicals, cavity geometry, fast-mode yaw magnitude and damping rate, frequency, and
the spin rate are required to theoretically define the liquid side moment using existing liquid-fill fluid
dynamics®. A liquid side moment coefficient can be defined by appropriate scaling of the liquid damping
rate?, -

Ix iqui z,t_-l
Ci = 1D @
ma?pyk
Flight testing provides the indirect experimental moment coefficient measurements for evaluation of
laboratory results and improvements to codes that are currently unable to predict the liquid side moment for
small amounts of additives with a dramatically different viscosity.

The roll history of a liquid filled projectile is directed by the despinning moments caused by
aerodynamic roll damping and internal liquid roll moment. The liquid roll moment can be defined to express
thedifferencebetween the measured roll despinrate and therate predicted due to aerodynamicroll damping.

M= lx(p - ﬁaero) 3)

Similar to the side moment coefficient, a liquid roll moment coefficient can be defined.

Cim = @

M
maZpyk?

The magmtude of the liquid roll moment coefficient is the negative of the liquid side moment coefficient for
steady-state spin and yaw conditions?.

FLIGHT TEST CONFIGURATION

The projectile configuration in Figure 1 was chosen based on prior tests and the availability of spark
shadowgraph data to define the magnitude of the acrodynamic damping for transonic launches. The cavity
was designed as a right circular cylinder with an aspect ratio of 4.48. Table 1lists the various configurations
of the payloads. Three configurations used a 98% fill of silicon oil with viscosities 100kcs, 35 kes, and 10 kes.
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Three configurations were similarly prepared with 5% water substituted for 5% of the oil. One configuration
was 50% filled with oil. One additional configuration was 98% filled with a viscoelastic fluid (nominal
viscosity of 100kcs). The viscoelastic fluid was chosen to verify spin-fixture findings that displayed a marked
reduciion in liquid roll moment due to the inherent shear thinning property of the fluid.

Therounds were fired from an M109 track vehicle. Eight were fired with yaw induction using a one-
half muzzle brake. The remaining rounds were fired without yaw induction using a standard muzzle brake.

LIQUID MOMENT COEFFICIENT DATA REDUCTION

Yawsondes are used to measure the free-flight motion of a variety of cannon launched projectiles.
Typical yawsondes utilize two optical sensors to determine the motion of the projectile with respect to the
sun®. AnFM/FM telemetry system transmits sensordata toa ground telemetry receiver. The raw data consist
of a succession of pulses whose phase relationship is a function of solar aspect angle and whose period is a
function of roll rate. The reduction method uses interpolative threshold detection on the pulses to determine
pulse occurrence times. The rolling motion of the projectile is easily determined by measuring the repetition
rate of pulses from one sun sensor. The phase relationship between two sensors contain the peak-to-peak
angular motion of the projectile about the trajectory. These data are processed into the Eulerian roll rate of
the projectile, ¢, and a solar aspect angle, 6. Transformation from Eulerian roll and yaw rates to inertial spin
and yaw rates is discussed by Pope.

The Sigma-N and Phi-Dot data for CRDEC1 are shown if Figures 2 and 3 respectively. The data
clearly show a large growth in fast-mode yawing motion followed by a rapid despin. Extracting the fast-
mode motion with digital filtering and demodulation techniques yiclds the amplitude of the fast-mode
motion (Figure 4) and the transformed inertial yaw frequency (Figure 5) .

Radar velocimetry data was collected for each round. Iterative comparison of simulated velocity
data to measured radar velocimetry data was accomplished using a modificd point-mass trajectory program.
Inputs include measured velocity data, yaw history, projectile physicals, launch conditions, meteorological
data, impact data, and drag as a function of yaw and Mach number. Outputs include a cartesian position
versus time history, density ratio, Mach number and simulated spin history. The simulated spin history only
includes aerodynamic roll damping effects. Figure 6 displays the simulated inertial spin history with the
inertial spin history for round CRDEC1. The time rate-of-change of the two spin rates can be used to produce
the liquid roll moment of equation (3) (Figure 7).

Non-linear damping rates for transonic launches at various angles of attack and Mach numbers were
measured usinga Ballistic Research Laboratory spark shadowgraph facility®. Datagenerated from thetesting
of similar projectiles provided several measurcments of the fast mode damping for 0.5 < M < 1.0 and fast-
mode amplitudes less than 5°. Figure 9 displays this measured dataand an approximate fit for 0.5<M <0.92.
The number of range measurements is not sufficient enough to produce acrodynamic fast-mode damping
asafunction of angleand Machnumber. Forsimplification, the aerodynamic fast-mode damping rateis used
as a function of Mach number. The in-flight damping rate and the aerodynamic damping rate scaled by the
simulated density ratio are shown as a function of Mach number in Figure 9 for CRDEC1. The reduction to

Eh.qui 4 is simply a subtraction of these two damping rates based on Mach number.

After obtaining the damping and the liquid roll moment, equations (2) and (4) are used to produce
the side and roll moment coefficients for CRDEC1 shown in Figure 10. Thesignof the roll moment cocfficient
is changed to aid in the comparison of roll and side moment coefficients. Theliquid side moment cocfficient
is measured at Mach numbers below 0.8 (t=3 seconds) and prior to the onset of large amplitude motion (. <
15°, t < 7 seconds). Limiting to this time frame yields a constant liquid side moment cocfficient of 0.05. The
liquid roll moment coefficient measuremcent is made at large yaw amplitudes after the rapid despin occurs.
Figure 10 shows a liquid roll moment coefficient of -0.045. Projectiles that did not rcach an amplitude of yaw
greater than 15° did notexhibit significant variation from the simulated spin history. Hence, thesc flights did
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not yield a measurable liquid roll moment.

The fast-mode damping of a violently unstable round contrasts greatly to the results of a stable
round. The Sigma-N history of CRDEC7 in Figure 11 clearly shows a damping fast-mode motion (€ < 0).
Figure 12 displays the measured damping rate with the scaled range data. Oscillations in the damping data
shown atlower Mach numbers is a result of the uncertainty in measurement of small yaw amplitudes. There
is little difference between the aerodynamic and total damping rates. This infers that the total damping for
CRDECT7 is not discernible from the fitting used in the determination of the aecrodynamic damping. For this
case, the reduced liquid moment coefficient is near zero.

FLIGHT TEST RESULTS

Yawsonde data was obtained for all sixteen rounds fired. Sigma-N histories werereduced in the field
to measure the initial yaw induction levels and to ensure the proper operation of the yawsonde. A binary
answer to the stability of a round was obtained by examination of the fast-mode damping in each Sigma-N
history. Inaddition to initial launch conditions, meteorological data consisting of temperature, humidity, air
density, and wind direction and speed was collected at one-half hour increments.

A tabularlisting of the damping, roll moment and the liquid moment coefficients is included in Table
1. Measurements of the damping rate, yaw amplitude, yaw frequency, spin rate, and simulation data
involving mach number and density ratio are simultaneously required to produce the the side and roll
moment coefficients. Estimates of these parameters were used when measured data was lacking or
insufficiently resolved. Rounds exhibiting rapid growth were evaluated using the method previously
described. Rounds exhibiting rapid damping were dominated by aerodynamic damping making evaluation
of the liquid side moment coefficient restricted to zero. Rounds exhibiting extremely slow growth or
damping in yawing motion were evaluated to have a liquid damping rate roughly equal to aerodynamic
damping rate. Determination of the damping rate could not be made fora viscoelastic payload fired without
yaw induction (CRDEC14) due to extremely small fast-mode motions (a< 0.2°).

Thereductions of the yawsonde data to liquid moment coefficients was encumbered by the difficulty
in the acquisition and fitting of radar data to establish the Mach number and density ratio. Density ratioand
Mach number estimates, when required, were based on the examination of the time and magnitude of the
yaw growth rate. Clearly, similar flights encounter nearly the same trajectory (density ratio) and velocity
(Mach number). Where no comparison could be made, an estimate of the average aerodynamic damping
scaled by density ratio was used for Mach number less than 0.8.

Table 1. Summary of projectile physicals, ﬂigT%_;tability, and liquid moment coefficients.

Transverse| Axial
moment- | moment- | Nominal | Fluid |Actual| fill
of-inertia |of-inertia{ fluid fill | Ruid | mass Fast-mode Liquid roll
CDREC ly Ix viscosity loil/wated mass | m | Yaw [Fast-mode| damping | Clsm | moment }Clrm
4 (kgm”2) A2 ] (kes) (%) | (kg) | (kg) [induced | stability £ (Nm)
T 17869 | O. T0kes [ 9B/0 | 499 | 51 | yes no o003 | U 15 [D0465
2 1.7861 0.17552 | 100kes 98/0 | 499 | 512 no no 0.0025 | 0.045 17 0.15
3 1.7872 017275 | 100 kes 93/5 | 499 | 513 | yes no 0002 |0.045 -15 0.04
4 17907 | 017559 | 100kes 93/5 | 499 | 513 no no 0.001 | 0.030| *sses | e
5 17849 | 017508 | 10kes 98/0 | 498 | 51 yes no 0001 |0.025 -12 .03
6 17893 | 017549 | 10 kes 98/0 | 499 | 5.1 no yes 0.0 002 | seevs | ueee
7 17866 | 017526 | 10kes 93/5 | 499 | 512 | yes yes 0002 | 00 sssss | seses
8 1.7888 0.17570 10 kes 93/5 4.99 512 no yes 0.0 0.02 [T seves
9 1.7837 | 017523 | 35kes 98/0 | 488 | 512 | yes no 0002 | 004 -15 0.03
10 17868 | 017538 | 35kes 98/0 | 499 § 512 o no 0,002 | 0.035] teter e
n 17899 | 017583 | 35kes 93/5 | 49 | 513 | yes no | 0001 |0025] 15 |04
12 1.7858 | 017512 | 35kes 93/5 | 5.01 | 513 no yes 0.0 0.025] oo Rl
13 1.7610 | 0.17578 |viscoelastic] 98/0 | 547 | 555 yes yes 0002 | 001 | soeee | ueeee
14 1.7911 0.17601 lviscoelastic| 98/0 | 547 | 555 no yes senne seste [ wwess [ seems
15 1.7886 0.17557 | 100 kes 50/0 | 249 | 512 yes no 0.0035 |0.055 -17 0.045
16 1.7882 017555 | 100 kes 50/0 | 247 | 512 no no 0.0035 | 0.050 25 0.03
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For rounds containing 100kcs oil, the substitution of 5% water for oil results in a lower liquid moment
coefficients, yet all the rounds remained unstable. For the 10kcs payload configuration, fast-mode stability
can be achieved by reducing the initial launch disturbance (CRDEC5 vs CRDEC6). The substitution of water
stabilizes the yaw-induced condition(CRDECS5 vs CRDEC?). Foranintermediate payload viscosity of 35 ks,
the substitution of water only stabilizes the launch condition of no yaw induction (CRDEC 10 vs CRDEC12).

Examination of the fast-mode damping in Figure 9 supports the range data taken for higher Mach
numbers (0.9 <M <1.2). Theflightregion of Mach number of 0.6 t0 0.7 is dominated by large amplitude yaw,
rapid despin, and higher yaw frequency. Since the aerodynamic properties at this flight condition are not
known, no comparison of the range data to measured flight data is possible. If, however, the theoretical linear
dependence of side moment coefficient with yaw angle displayed by equation (2) can be experimentally
shown, then the flight data in Figure 9 data displays aerodynamic damping for this flight condition. Simply
stated, either the aerodynamics, the nonlinearity of side moment with yaw angle, or the highly transient
natureof the flight condition on total side moment causes the undamping atlarge angle of attack. Confidence
in themeasurement method is shown by theapparent agreement withaerodynamic data for small amplitude,
steady motions as shown in Figure 12 for a stable round.

The reduction of spin data to liquid roll moment provides no greater confidence in determining the
relative stability than that found by observing the roll history itself. Further scaling to liquid roll moment
coefficient provides some indication of the magnitude of the liquid side moment for projectiles experiencing
large angles of attack. At the onset of rapid despin, the liquid roll moment coefficient is determined under
rapidly changing conditions of yaw amplitude, (Figure 4), yaw frequency (Figure 5), and spin (Figure 6).
Thus, while roll data for large amplitude motion can be used as an indication of a significant liquid side
moment, the magnitude of this measurement is subject to the transient nature of each parameter used in the
calculation. After a large limiting yaw behavior is achieved (typically 45°-50°), the roll moment coefficient
approximates the negative of the side moment coefficient as supported by Reference 2. Roll moment
coefficients are contained in Table 1 for projectiles reaching fast-mode yaw levels greater than 15°.

CONCLUSION

The addition of an immiscible low viscosity fluid to an unstable high viscosity payload produces a
decrease in the destabilizing liquid side moment cocfficient as measured by yawsonde data. The improve-
ment in stability is dependent upon the launch and flight conditions, carrier acrodynamics, payload
geometry, and fluid properties. The reduction of the fast-mode component of the yaw history provides an
indirect measure of the magnitude of the liquid side moment. A reduction of roll data to liquid roll moment
coefficient can be used to indicate the presence of a significant liquid side moment for a projectile growing

to a large angle-of-attack.
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NUMERICAL SIMULATION OF FLUID DYNAMICS AND
PAYLOAD DISSEMINATION IN A DUAL-CHAMBER
GRENADE

Michael J. Nusca

Launch and Flight Division
U.S. Army Ballistic Research Laboratory
Aberdeen Proving Ground, MD 21005

Abstract

The internal design of a grenade used for the thermal dissemination of solid payload into the atmosphere
can consist of two concentric cylinders; a pyrotechnic device in the outer annulus and payload material
bonded to the wall of the inner cylinder. The two chambers are connected. Combustion of the pyrotechnic
produces a high pressure within the grenade. A pressure difference between the atmosphere and inside the
grenade induces a thru-flow that thermally erodes and vaporizes the material in the inner chamber. This
material in gaseous form is entrained in this flow and expelled from the grenade. Payload dissemination
can be simulated using computational fluid dynamics (CFD) to solve the Navier-Stokes equations along
with chemical species conservation equations. The pyrotechnic combustion is not modelled. Using chamber
dimensions and payload chemical properties this simulation yields velocity, pressure, temperature, density
and chemical compostion of the gas in the inner chamber and exiting the grenade. Numerical simulations can
be compared to experimental data, aid in understanding the physics of dissemination, and used to conduct
parametric design studies.

Ihtroduction

The dissemination of solid payload material as a gaseous cloud from a container can be accomplished
using a pressurized system (e.g. compressed CO; cartridge), a mechanical system (e.g. plunger) or a py-
rotechnic system (i.e. central burster or hot/cold gas flow). In the latter technique, dissemination of the
payload is realized after ablation and vaporization of the material [rom exposure to the thermal effects of py-
rotechnic combustion. Experimental programs at the U.S. Army CRDEC (Chemical Research Development
and Engineering Center) are being used to test the efficiency (i.e. high rate of dissemination and low temper-
ature/high concentration of payload material in the dissemination cloud) of the thermal/ablation method.
These tests can involve highly instrumented full-scale and small-scale grenade models ignited within large
test chambers. Numerical simulation in support of such tests (being conducted at the U.S. Army Ballistic
Research Laboratory, BRL) are required to aid in data reduction, contribute to the physical understanding
of thermal dissemination, and conduct parametric studies that may guide future tests.

The internal design of a grenade used for the thermal dissemination of solid payload into the atmosphere
can consist of two concentric cylinders; a pyrotechnic device in the outer annulus and payload material bonde1
to the wall of the inner cylinder. The two chambers are connected. Combustion of the pyrotechnic producs
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a high pressure within the grenade. A pressure diflerence between the atmosphere and inside the grenade
induces a thru-flow that thermally erodes and vaporizes the material in the inner chamber. The material in
gaseous form is entrained in this flow and expelled from the grenade. Figure 1 shows the internal schematic
of a generic grenade configuration.

Numerical simulation of the fluid dynamics associated with payload dissemination from a grenade
is accomplished in the present study using the Navier-Stokes equations along with equations that govern
chemical species ablation and diffusion. Chemical reactions may be but are are not necessarily involved.
An implicit finite-difference scheme based on successive-over-relaxation is used to solve these equations for
the physical domain of interest. This domain resides within the inner chamber of the grenade; thus, the
flow within the grenade is modeled excluding combustion of the pyrotechnic. Using chamber dimensions
and payload chemical properties this simulation yields velocity, pressure, temperature, density and chemical
compostion of the gas in the inner chamber and exiting the grenade.

Numerical Simulation

. The BRL RAMCOMB (RAMjet COMBustion) computer code was originally developed for the nu-
merical simulation of combustion in a tubular solid-fuel ramjet (SFRJ) projectile.1-2 Solid fuel regression
rate and projectile thrust predictions compared favorably with in-flight and ground test data. For the SFRJ
application the RAMCOMB code simulated a mass-controlled (stoichiometric) reaction of non-premixed
solid fuel and oxygen using classical diffusion flame assumptions. The code has also been used to simulate
finite-rate premixed gaseous fuel combustion in the ram accelerator projectile launch system® with reac-
tion rates formulated in terms of temperature and chemical species mass fraction. Application of the cole
to payload dissemination simulation for grenades involves chemical species ablation and diffusion without
chemical reactions. The governing equations, boundary and initial conditions as well as the solution method
are outlined below.

Governing Equations

Since the grenade payload chamber geometry is axisymmetric (Fig. 1) the governing equations can be
written in cylindrical coordinates. The velocity components in this system are u,v, and w for the radial (r),
azimuthal (#), and axial (z) directions, respectively. Axisymmetric flow is assumed thus, all -derivatives
are ignored; however, the azimuthal velocity component and the azimuthal momentum equation are retained
(for future consideration of chamber rotation). Since steady flows are considered, time derivatives (8/6t)
are ignored. The conservation equations for global mass, momentum (radial, axial, azimuthal) and species
mass conservation are given by,3:4

s _ 19(rpu)  8(pw) _
VeV =g ar T o: =0 ()
V-[puV-—ﬁ-]-%[Pvz—Too]+g—f=0 (2)
= . 0p

V-[pwV—T;]+E-— (3)
éV r(pvV = @)} =0 )

178 0
z [5; (roumj +rJ; ) + 5 (rpwm; + rJ,-,,)] =0 (5)

Energy conservation for a compressible flow is expressed by the First Law of Thermodynamics. The steady
form of the First Law states that the net rate of stagnation enthalpy (h = h + V2/2) inflow for a control
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volume is equal to the sum of the shear work done by the contents of the control volume on the surroundings
(7) and the heat transfer to the surroundings.4

-

V- |oVh+ s+ 3 hids +Ji ~ (v +vFo + wf)| =0 (8)
7

where J is a flux term for mass (J; = (pter/Re)Vm; = I';Vm;), heat (Jo = (sen/Pr)cp, VT = Tacy, VT),
and turbulence kinetic energy, k, (Ji = (ser/Pr)Vk = [, Vk). Where T represents the diffusion coefficient.
The mass fraction and molar specific enthalpy for species j are m; and h;, respectively. The density, pressure,
velocity vector and velocity magnitude are given by p,p, V,V = VuZ + v2 + w?, respectively.

In Equations 2-4,6 the shear stress (¥) includes the Reynolds stress with an eflective fluid viscosity
expressed as the sum of the molecular and turbulent viscosities, pegr = p + py. The flow Reynolds number,
Re, represents the ratio of mass flux (pV L) to fluid viscosity, peq. Molecular viscosity (u) is defined using
Sutherland’s expression® s

T _
T+ 198.6
Turbulent viscosity (4;) is described in the next section of this paper.

p = 2.270x10"8 (7

The calorically perfect gas assumption can be used to determine the specific heat of the mixture,
cp;» When the temperature dependence of the species is not well determined. The specific heat can also be
formulated using an explicit temperature dependence obtained from tabulated data (R is the universal gas
constant). )

cp; /R = A1+ AaT + AsT? + AT + AsT? (8)
Mixture temperature (T') is obtained from the conservation of energy (Eq. 6) expressed in terms of the
stagnation enthalpy,

=TZ°”"" [ I]W [Sc Pr] . [Sc Pr]zh ™ ©

where V is the magnitude of the turbulent (fluctuating) velocity, vk. The Schmidt number, S¢ = ser/(pT),
(ratio of momentum transport to mass transport) is assumed to be unity. The Prandtl number, Pr =
cphert/ K, (ratio of momentum transport to heat transport) is assumed to be nearly unity (.9) which is
considered adequate for gaseous flows. The thermal conductivity of the gas mixture is denoted &.

The mixture equation of state for a thermally perfect gas follows from Dalton’s Law,
N
= oR my (1
P MZ g7 (10)

where R = R3°; M;, M; is the molecular weight of species j, and R is the specific gas constant. Equation
10 is used to recover the density from the numerical solution of the governing equations.

The stream function-vorticity form of the governing equations has been widely utilized and facilitates
the use of numerically efficient Gauss-Seidel relaxation algorithms. Stream function, y, and vorticity, w are
defined using,*

oy % __ cuxPe O (100}, 8 (10
e S [az(rpaz)-'-ar(;';ar)] (an

The governing equations are derived in Reference 2 and can be expressed in the form of a general variable, ¢.
This variable can represent stream-function, vorticity, azimuthal velocity, stagnation enthalpy, species mass
fraction, turbulence kinetic energy, or tutbulence dissipation rate.

o[ (58) - 2 (¢5)] - & Pormot)] - 2 fpormmcod)] +re=0 )
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For example, ¢ = ¢,a4 = 0,by = 1/(pr?),c4 = 1,dy = —w/r (which yields Eq. 11). For N species only
N — 1 specie equations (¢ = m;) must be solved, since the sum of the mass fractions must equal unity. In
effect the global continuity equation (Eq. 1) is the Nth specie equation since the summation of all specie
equations yields the continuity equation.

The pressure can be recovered from the ¥ — w form «* the equations after a converged solution of
Equation 12 is achieved or after each iteration, if pressure variations are expected to have a significant effect
on density. The radial and axial momentum equations (Eq. 2 and 3) can be rearranged to yield:

op op

Pl Py(r,z) and = Ps(r, 2) (13)
where P; and P; are functions of p, V and 7. Then along any path from point A to point B in the flowfield,
the pressure is given by:

B
PB = pa = /A (Pydz + Pydr) (14)

Since p is a scalar, pp — pa should be path independent and therefore, can serve as a consistency check on
the converged solution. In most cases a pressure difference is desired to form the pressure coefficient at a
point. However, if the pressure at point B is required the pressure at point A is assigned to a known inlet
value and integration proceeds from the inlet to point B.

Turbulence Model

A two-equation turbulence model has been suggested by Kim and Chung’ for multiple species flows.
This model describes the turbulence viscosity (i) as a function of turbulence kinetic energy (k) and dissi-
pation rate (€) as py¢ = pCak?fe. A set of partial differential equations is written for k and ¢.

Ok Ok /] Ok
gt g - [82 (”‘*5;) *or ('“ 3‘)] =G=pe (15)
8 e C1Ge  Cape?
”“’az 8z ( ”‘32) tor ( ”‘Or)] E & (16)

G dw du\?  [u\2? v du\?

rh 2((3,) () + )+ (5 5) @
where, pr = p+ pe/Ax, phe = p+ pefAe, M = 1A, = 1.3,C) = 1.44,C; = 1.92,C3 = .09. These equations
are solved along with the Navier-Stokes equations (Eq. 12) using,

¢=kas=1by=rpp,ce = 1,dg = r(G — pe)
¢=c,ay=1,by=rp,cs =1,dy = r(C1Ge/k — Capc?[k)

Boundary and Initial Conditions

The boundaries of the inner grenade chamber (see Figure 1) are the inlet (connected to the pyrotechnic
chamber), the exit (nozzle throat), the symmetry axis, the chamber wall lined with payload material, and a
section of solid wall along the nozzle. Since the governing equations (Eq. 12) are elliptic the conditions along
these boundaries must prescribe values of the dependent variables, the gradient of the dependent variables
in the normal direction, or an algebraic relation which connects the values of the dependent variables to the
normal component of velocity.

At the inlet plane, radial profiles of all dependent variables, ¥,w, m;, h,v,k, and ¢ as well as values for
V, T, p, p, and u.q are specified. It is assumed that the flow at the inlet plane consists of air and that the
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diffusion of payload into the airstream from the chamber wall does not effect the inlet flow. During actual
grenade operation the inlet flow consists of pyrotechnic combustion gases (e.g. H,0, COz). A subsonic inlet
flow velocity assumption is used in accordance with the elliptic nature of the governing equations. Initial
conditions for all dependent variables are supplied by the inlet boundary conditions. The turbulence model
is initiaized using k = koo = aV?,¢ = k15C5%5/(.37298Re"4). The initial turbulence kinetic energy is
specified as (1 — a)% of the inlet kinetic energy.

The exit plane is located at the nozzle throat where the flow is assumed to be subsonic. The streamlines
at the exit plane are assumed to be parallel to the symmetry axis; thus, the gradients of all dependent
variables along streamlines are zero. These assumptions are reasonable since experience for large Reynolds
numbers has shown that the exact nature of the exit plane boundary conditions has little effect on the
flowfield solution when convection is significant (i.e. large inlet mass fiow).8:?

For mass continuity, the symmetry axis is considered to be a streamline of the flow, thus ¢y = constant.
Along the symmetry axis r = 0, thus 9¥/8z = 8vy/8r = 0 via Equation 11. The value of ¥ along this
boundary can be determined from values of ¢ adjacent to the boundary using a one-sided finite-difference
for 8y /8r at the axis. From Equation 11, the boundary value for w is zero. The axis boundary values for
the remaining dependent variables, ¢, are determined from 8¢/8r = 0.

The no-slip condition (u = w = 0, and v/r = , where Q is the wall spinrate) is applied to the
solid walls. Therefore ¢/ = constant, via Equation 11. For convenience ¥ = 0 is cuusen. One-sided finite-
differences for 8y /8r and 8v/8z are used in Equation 11 to determine the wall value for w. For an inert
wall, the normal gradient of all mass fractions, dm; /3n, are set to zero. For a wall with payload material,
the boundary condition is based on the assumption that the payload material is continually vaporizing
(Mpayiond = 1, Mair = 0, Mmixeure = 0). The wall temperature is set to the vaporization temperature of the
payload, Tyan = Tvap. Figure 2 shows the results of a thermogravimetric analysis of yellow dye (i.e. payload
material).)® The percent weight loss of the sample is plotted as a function of temperature. Note that
vaporization of the material (i.e. significant weight loss) occurs over a natrow temperature range, supporting
the use of such a boundary condition. The rate of burning (regression rate) on the payload surface varies as
a function of position along the surface and is computed from the temperature gradient normal to the wall,

s= —xp OT (18)
Pphvap Or

where x, and p, are the thermal conductivity and density of the solid payload, and hvap is the heat of
vaporization of a unit mass of payload. Values of the thermal conductivity, density, and heat of vaporization
can be determined for most grenade payload materials.

The boundary conditions for the payload surface are based on the assumption of single diffusion, i.e.
diffusion of gaseous payload molecules into the airstream without diffusion of air molecules into the payload
material. Single diffusion has been studied by R.D. Present.!! The general equation of mutual/thern al
diffusion is given by, p iy

Gi=niws - ol 5 (B) 4+ I (=1,9) (19)
where n; = molecular density, n = §_, n;, u; = convection velocity, z = diffusion direction, I' = mass diffusion
coefficient (VA/3, A = the molecular mean free path), and I'r = thermal diffusion coefficient (x/(phvap)).
The equation of “single diffusion” can be obtained by assuming that air molecules (i=1) are moving in a
boundary layer so that u; =~ 0 and payload molecules (i=2) are at rest, u; = 0. In addition, the payload
molecules are closely packed so that ny € na. As a result,

d

_ — _ L3 1] nerd_Z
G =0, G:= (ﬂ1 + ng)I‘ P (ﬂl n "2) + T dz (20)

The mass diffusion terms of Equation 20 are incorporated in the J; terms of Equation 5.

The payload surface boundary condition may also be prescribed using a surface ablation model such as
described in Reference 12. In this model the payload vaporization temperature and heat of vaporization are

329




prescribed as functions of the pressure applied to the material surface. An equation similar to Equation 18
is used along with these functions in a iterative/coupling procedure with the governing equations in order to
prescribe tue payload surface boundary condition. The use of an ablation model, as opposed to assuining that
the payload surface is continually vaporizing (Twan = Tvap), is more critical for cases where the vaporization
characteristics of the material are a strong function of pressure and temperature (i.e. unlike that shown in
Fig. 2). The major drawback to using an ablation model is the increased computational cost of the iterative
procedure and the requirement of experimental data in the form Tyap = Tiap(p), hvap = husp(p). Inclusion of
an ablation model into the numerical simulation of payload dissemination will be addressed in future papers.

Boundary conditions for turbulence variables, k and ¢, are k = 0, e = .056u(8u/8r)?/p for solid walls
and k£ = 107°V2,¢ = k'5/L for the inlet flow. Along the chamber axis and exit plane §k/8r = 8¢/0r =
0,0k/6z = De/dz = 0, respectively.

Computational Algorithm

Equation 12 can be reduced to a successive-substitution formula for flow variable ¢ at each node on
the computational grid. Central finite-differences are used for the diffusive and source terms and upwind
differences for the convective terms. Using upwind differencing in the spccie conservation equations (Eq. 5)
reduces the occurrence of negative specie mass fractions in mixing layers. The resulting system of equations
for the entire grid is solved using a Gauss-Seidel relaxation scheme.? Each iteration cycle is made up of M
sub-cycles, where M is the number of equations being considered (M must be at least 2 since the equations
for ¢ = w/r and ¢ = ¥ are the minimum required to define the flow). In each sub-cycle, grid points are
scanned row by row and a single variable is updated. The variables w/r and ¥ are updated in order followed
by all other variables. When all sub-cycles are completed a new iteration cycle is started in which the values
of the variables from the latest iteration are immediately used. This is consistent with the Gauss-Seidel
methodology.!3 Convergence is satisfied when the greatest relative change in any fiow variable, ¢, over all
grid points is smaller than a prescribed tolerance.

Results

In order to demonstrate the numerical method, simulations were performed for an experimental grenade
model loaded with yellow dye payload material that has been the subject of testing at CRDEC. In these tests
the grenade’s inner chamber was instrumented with pressure transducers and thermocouples (for temperature
measurements). The chamber was lined with yellow dye payload material about .25 inches in thickness. A
typical test run yields measured values for the chamber inlet pressure and temperature (due mainly to
pyrotechnic ignition) of about 3.5 psig (1.24 atm) and 425 C. The nozzle or exit plane values were measured
as 1.5 psig (1.1 atm) and 375 C. These values were used as boundary conditions for the numerical simulation.
The chemical properties of the yellow dye payload material were measured as Tyap = 241 C, Hyap = 102.9
I/g, M = 273 g/mole. The density and thermal conductivity of the dye have not been measured but, were
taken as p, = 1.8 g/mole and &, = .00143 cal/s-cm-C, respectively. Sensitivity studies using the present
numerical model show that the predicted payload regression rate depends significantly on the value of «,
and less on the value of p,. The inlet gas was assumed to be air with M = 28.8 g/mole and the M of the
air/payload gas mixture taken as 150 g/mole.

Figure 3 shows the computational grid (or mesh) used for flowfield simulation within the grenade’s
inner chamber, bounded axially by the inlet and nozzle and radially by the symmetry axis and chamber
wall. The chamber is cylindrical with an overall length of 4.0 inches and .375 inches in diameter. These
dimensions represent the chamber shape before payload surface regression. Note that the vertical axis in
Figure 3 has been magnified by a factor of 10 over the horizontal axis for clarity. About 131 grid points were
used in the axial direction with 35 points in the radial direction; the grid points were unevenly distributed
in order to cluster points along the boundaries (except at the symmetry axis). Figure 4 shows the computed
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velocity vectors (i.e. arrows whose length is representative of the magnitude of local gas velocity and
direction indicates the orientation of the local velocity) displayed at every 6th axial grid point and every
other radial point (for clarity). A thick boundary layer that develops along the chamber wall (i.e. payload
surface) can be observed. The computed chamber exit velocity is approximately 121 ft/s. The surface of the
payload material was allowed to ablate (i.e. regress) for .25 seconds resuliing in the shape shown in Figure 5
(computational grid). Note that the material surface has been blunted at the chamber inlet but more evenly
eroded over most of the surface with the exception of a discontinuity at the payload/nozzle wall junction (x
= 3.5 inches). Figure 6 shows the computed velocity vectors for this chamber shape. Due to the contour of
the chamber entrance, the flow is significantly accelerated (indicated by longer arrows in the figure) forming
a thin boundary layer along the payload surface. The computed chamber exit velocity is approximately 276
ft/s. Figure 7 shows the distribution of payload regression rate (Eq. 18) along the payload surface for both
the initial time and .25 seconds elapsed time. Payload regression rate is largest near the chamber inlet and
nearly uniform over most of the payload surface. The regression rate increases with elapsed time. ‘

Figure B shows radial profiles of axial velocity component at both the initial and elapsed time as well as
two axial positions along the chamber — midlength, x = 2in, and the exit plane, x = 4in. Consistent with the
imposed boundary conditions the velocity is zero -at the chamber wall (r = .1875in) and the velocity gradient
is zero at the chamber axis (r = 0). The retarding effect of the wall boundary fayer on the velocity profile can
also be observed. Note that the profiles at chamber midlength show the payload surface regressing fromr =
.1875in to about .195 in from the centerline while the profiles at chamber exit show no wall regression since
the chamber wall is solid at this location. Comparing the chamber midlength profiles with those at the exit
plane show that the boundary layer (or mixing layer) thickens with axial location downstream of the inlet.
Comparing the initial time profiles with those at the elapsed time show that the gas flow is sngmﬁcantly
accelerated as the payload surface regresses.

Figure 9 shows radial profiles of gas temperature at both the initial and elapsed time as well as two
axial positions along the chamber — midlength, x = 2in, and the exit plane, x = 4in. Consistent with the
imposed boundary conditions the temperature is T\p at the payload surface while the temperature gradient
is zero at both the chamber axis and the solid chamber wall at the nozzle (adiabatic wall condition). Note
that the profiles at chamber midlength show the payload surface regressing from r = .1875in to about .195in
from the centerline while the profiles at chamber exit show no wall regression since the chamber wall is
solid at this location. Within the boundary layer established on the payload surface the temperature of the
air/payload mixture is gradually increased until it reaches the centerline (i.e. inlet) value. Comparing the
chamber midlength profiles with those at the exit plane show that the thermal boundary layer thickens with
axial location downstream of the inlet. Comparing the initial time profiles with those at the elapsed time
show that the gas flow is slightly hotter at any chosen radial position within the mixing layer.

Figures 10 and 11 show radial profiles of mixture (payload/air) mass fraction at both the initial and
elapsed time as well as two axial positions along the chamber - midlength, x = 2in, and the exit plane, x
= 4in. Consistent with the imposed boundary conditions the mixture mass fraction, mpy;x, is zero at the
payload surface (i.e. Mpaylond = 1, Mair = 0) and along the chamber centerline (i.e. Mpayicad = 0, Mair
= 1). Along solid walls (i.e. chamber exit) and at the chamber centerline the gradient of myy is zero.
The mixture mass fraction is exactly or nearly unity at some point in the flowfield where mpayions and mar
are equivalent. Note that the profiles at chamber midlength show the payload surface regressing from r =
.1875in to about .195in from the centerline while the profiles at chamber exit show no wall regression since
the chamber wall is solid at this location. Comparing the chamber midlength profiles with those at the exit
plane show that the chamber core flow, consisting of air (mmix = 0), thins from a radial position of about
.12in to .10in at the initial time and .15in to .13in at the elapsed time. The diffusion of payload material into
the core flow is advanced with axial position as the boundary layer imposed on the payload surface grows.
Comparing the initial time profiles with those at the elapsed time show that the mixing layer, of highest
mixture concentration (i.e. 1), follows the payload surface as regression progresses.
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Conclusions

Material dissemination from the payload chamber inside a dual-chamber grenade has been simulated
using computational fluid dynamics. A thermal dissemination technique that uses the hot, moving gases
generated from combustion of a pyrotechnic within the grenade has been investigated. The dissemination
process is initiated by ablation and vaporization of the payload material from exposure to the thermal
effects of pyrotechnic combustion. This material in gaseous form is entrained in this flow and expelled from
the grenade. The Navier-Stokes equations along with chemical species conservation equations were used
to simulate the diffusion and convection processes of the flowfield within the grenade’s payload chamber.
Numerical simulations reveal that diffusion of the payload material is accomplished within a boundary layer
that is established along the payload surface (chamber wall) and that a core flow, basically unaffected by
the payload ablation, resides over about one-half of the chamber diameter. Thermal exposure of the payload
mixture to the hot combustion gases from the pyrotechnic is concentrated in this layer where the temperature
is below that of the core flow gases. As the payload surface regresses, the flow thru the chamber is accelerated
and the diffusion/mixing layer follows the regressing surface which results in an expansion of the core flow.
The regression rate increases with elapsed time (since pyrotechnic ignition) as the shape of the payload
surface (chamber wall) is contoured by material ablation.
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Fig. 1. Schematic showing operation of the dual-chamber grenade thermal dissemi-
nation method (from M. Miller, U.S. Army CRDEC, used with permission).
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sphere. Measurements done using thermo-
gravimetric analyzer at CRDEC (Ref. 10).
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A COMPARISON OF ELONGATIONAL MEASUREMENTS OBTAINED
WITH THE FALLING CYLINDER AND IMPINGING JET RHEOMETER

Joseph E. Matta, Raymond P. Tytus, Douglas R. Sommerville, °’

ABSTRACT

A comparison is presented of elongational measurements made
using two different methods: the impinging jet and the
falling cylinder apparatus, developed at CRDEC. Measurements
were made on three thickened solvents having various
concentrations of co-polymer K-125 (80% polymethyl
methacrylate and 20% ethyl/butyl arcylate).

INTRODUCTION

Previous falling cylinder tests (1) have measured the
elongational viscosity for select Newtonian and viscoelastic
liquids. Results indicated Trouton viscosities for the
Newtonian liquids tested, while results for the viscoelastic
liguids indicated a viscosity increase with time, with the
initial viscosities approximately equal to the Trouton
viscosity.

This paper presents additional measurements for 3
viscoelastic liquids using the falling cylinder technique
which is described in great detail. Test results are
compared to elongational flow measurements obtained using an
impinging jet rheometer. Liquid flow in an impinging jet
rheometer is not purely extensional, however, it has a
strong extensional component. Because of this, it has found
application as an extensional viscosity indexer i.e.
comparing the elongational viscosity of different liquids. A
very good reference for the impinging jet rheometer can be
found in a short course publication in Rheological
Measurements published by the University of Minnesota Center
for Interfacial Engineering.(2) »
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FALLING CYLINDER TECHNIQUE

Liquid is inserted between 2 cylinders, the upper fixed
and the lower momentarily held stationary. The lower
cylinder is quickly released. Three forces then act on the
lower cylinder (figure 1); the ligament force, the drag
force and the lower cylinder weight. The sum of these forces
results in a downward acceleration which stretches the
liquid.

For simple extensional flow the following relationships
are applicable

where T,; is the ligament stress, n, is the extensional
viscosity, ¢ is the extension rate, ¢ is the liquid surface

tension, Vr is radial velocity and r is the ligament radius.

Thus, in order to calculate the elongational viscosity
the ligament stress and extension rate must be determined.
The ligament force can be calculated using Newton’s Second
Law if the lower cylinder acceleration is known. Radius
versus time measurements would permit calculations of both a
ligament stress and extension rate.

EXPERIMENTAL SET-UP

Figure 2 shows a schematic of the falling cylinder
system. The diameter of both the upper and lower cylinder is
6.35 mm. Lower cylinder weights of .563 and 1.652 grams were
used to stretch the liquid sample. The set-up procedure
required positioning the lower cylinder on a retractable air
piston, placing approximately 30 mg of liquid sample on top
of the lower cylinder and then positioning the upper
cylinder to contact the liquid and then lock it in that
postion. A recording video system with 2 cameras
simultaneously records the lower cylinder displacement and
ligament radius after the piston is activated.
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LIQUIDS TESTED

The liquids tested are shown below. Samples 1065 and
1140 were mixed using co-polymer K-125 from lot # 3-6326.
The Battelle sample lot number was not known.

1065 Sample-~ Methyl salicylate - 5.2 g/dl
1140 Sample- Triethyl phosphate- 4.9 g/dl
Battelle Sample~ Triethyl phosphate- 4.2 g/dl

Weissenberg Rheogoniometer measurements of zero shear
viscosity and normal stress, measured at 428.9 l/sec, are
shown below. The Trouton viscosities are equal to 3 times
the zero shear viscosity values. The magnitude of the normal
stress indicates the relative elasticity of the liquids, the
higher the stress the more elastic the liquid. Measurements
were made at 73 F.

poise dynes/cm2
1065 Sample-~ 10 3,991
1140 Sample- 10 24,945.5
Battelle Sample- 8.7 15,466.2

EXPERIMENTAL RESULTS

Measurements of ligament radius and lower cylinder
displacement were made from a split screen video display of
the recorded event. The display on the left side was used to
measure the ligament diameter with a resolution of .00833
cm/pixel. The right display was used to measure the lower
cylinder displacement with a resolution of .0265 cm/pixel. A
video recording rate of 500 FPS resulted in a .002 second
exposure rate. A measuring reticle contained in the video
readout system was used to determine the pixel position of
the surface edge being measured.

Typical measurements of ligament radius and lower
cylinder displacement is shown below for the 1065 sample.
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It can be seen that the radius slope is constant on a
log/log plot after a time which relates closely to a 2 mm
displacement of the falling cylinder. This 2 mm distance was
also found to be a significant distance in the original
study. A radius versus time relationship was easily obtained
from this plot. Appropriate extension rates were calculated
using this relationship and were found to be an inverse
function of time for all the liquids.

The lower cylinder displacement data was used to
determine the cylinder acceleration. A nonlinear regression
was used to establish a displacement versus time
relationship.The original study indicated a constant
acceleration for viscoelastic liquids after the 2mm cylinder
displacement. Regressions were calculated from the 2mm
displacecment time to approximately .1 seconds.
Accelerations determined from these relationships permitted
calulations to be made of ligament force and Ligament stress
using the ligament radius data.

CALCULATED ELONGATIONAL PARAMETERS

Tables of the calculated extensional viscosity and
extension rate for each liquid and lower cylinder weight are
shown in figure 3.

In general, the results for the 3 test liquids agree
with the results obtained in the original study for the
viscoelastic liquids tested ; the Trouton viscosity was
approached at the early times; and ,as a function of lower
cylinder weight, the initial extension rate increased as the
woight was increased and the extensional viscosity increased
at a higher rate and to higher values as the weight was
increased. The most significant deviation from these trends
was found for the 1065 sample which indicated a much lower
viscosity than the Trouton value and also exhibited a lower
rate of increase in extensional viscosity at the larger
lower cylinder weight. Possible reasons for this will be
discussed later.

IMPINGING JET MEAUREMENTS

Impinging jet elongational viscosity versus extension
rate data is shown in figure 4. The measurements were made
on a Rheometric’s Fluid Extensiometer (RPX) by Mr. Clarence
Hermanski of the Dupont Agriculural Products Group in
Wilmington, Delaware. His assistance in obtaining the
impinging jet data is greatly appreciated. It is evident
from the figure that the elongational viscosity increases
with extension rate; the Trouton viscosity is approached at
the low extension rates; and a significant difference in
liquid response is noted for the two triethyl phosphate
liquids.
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COMPARISON COMMENTS

Comparison of the elongational viscosity data for the
two techniques is shown in figure 5. The falling cylinder
extensional viscosity data at the 2mm displacement time was
used to compare with the impinging jet data. The RFX data
was extrapolated at extension rates equal to those obtained
for the two lower cylinder weights at the 2 mm displacement
time.

In general, the falling cylinder results are comparable
to that of the impinging jet and are somewhat lower in
magnitude. The two exceptions are the previously mentioned
1065 sample which had a much lower viscosity than the
Trouton value and the Battelle sample at the larger lower
cylinder weight which indicated a higher viscosity than that

measured by the impinging jet. The best agreement was found

for the 1140 sample. The falling cylinder data indicated
higher than Trouton viscosity for this sample which agrees
with the impinging jet results.

The 2mm displacement distance impacts directly on the
elongational viscosity measurement obtained using the
falling cylinder technique. An analysis was made to
determine the reason for this dependance.

Previous tests using Newontion liquids indicated that
extension rates were approximately constant during the early
test times and calculated extensional viscosities were also
found to be constant. A radius versus time plot was made on
log-normal graph paper for each of the test liquids used in
this study. Results for each sample indicated a linear
decrease in radius over a significant interval of time. This
corresponds to an exponential decrease in radius with time
over this interval which results, using the equation for
extension rate, in a constant rate of ligament extension.
Figure 6 shows the calculated extension rates and
correponding time intervals for the 3 test liquids. Included
are the extension rates obtained at the 2 mm displacement
times. Good agreement is noted for both calculated extension
rates. Based on this analysis, a constant extension rate
exists prior to the 2mm displacement time, and if the
ligament stress build-up is complete, a constant viscosity
as well. This agrees with the elongational viscosity
calculations at the 2 mm displacement time which are
comparable to impinging jet results obtained at constant
extension rates.

The extensional viscosities were recalculated using the
constant extension rate calculated above. The results are
shown in the figure 7. Drastic changes are not indicated,
however, the 1140 sample now indicates an increase in
elogational viscosity w'th cylinder weight i.e. extension
rate. This agrees with '-he RFX data. More tests, however,
are required to confirm such agreement on a consistant
basis.
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Poor results for sample 1065 using the larger lower
cylinder weight may have been caused by a combination of
small sample elasticity and high cylinder weight which
results in an acceleration rate very close to that of
gravity. Present methods for calculating the acceleration
from test data are not precise and significant errors can
result for small acceleration differences. A better method
of determining cylinder acceleration is required. This need
would be eliminated if a direct measure of ligament force
was available.

Test results for the Battelle s