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Thus it appears that adherence to the Principle of Cog ive Correspondence entails adberence to
some version of the doctrine of canonical form. The doctrine of canonical form is usually taken to
mean that the representation of identical ideas should always be identical. Indeed, some of the
arguments offered above are similar to those used by Schank (1975) to motivate his representation
system.

However, the doctrine of canonical form bas | ridely accepted. If this doctrine is
incorrect, then the motre general Principle of Cogn ipondence is in jeopardy.

2.1.1. Arguments Agalnst Canonical Form Revisited

1 believe the lack of acceptance of this doctrine is due largely to a misunderstanding. The
t * “erstanding is a confusion about the relation of canonical form to what is often termed
¢ 1position into primitives.” Once this distinction is made, the rejection of canonical form
would appear to be indefensible. Moreover, its acceptance would be compatible with representa-
tional systems not subject to the decomposition restricted, which, as I shall argue below, is unwar-
ranted.

To defend canonical form, it is necessary to review the particular objections voiced against the
tine. Probably the most direct and forceful are those of Woods (1975). Thus I shall be con-
... bere largely with his objections.

Woads makes three arguments against the existence and utility of canonical forms. First, Woods
cla__; that, even if there is a canoni " Torm for English sentences it may very well be uncomput-
’ That is, there may be no eflective procedure for determining if two sentences should have
e form. The reason for this deficiency, according to Woods, is that there are certain
atical structures for which it is known that there exists no computable function that neo-
canonical form for a given expression. Rather, one must search for 3 chain of e e
mations for each pair of (possibly) equivalent expressions. If this is the case i _ h
s, there can be no caronical meaning representation, as no canoaical form can be com-

putea rom an individual sentence.

Woods claims that the computational advantage of canonical form is ii" ry because one

needs to determine if two things are paraphrases. Rather, one is most often interested in

ition in one direction, i. e., whether the one expression logically entails anaother, not wl

te the same. Since canonical form does not eliminate the need for inference in these Lases,
_-_ __ly when one has full logical equivalence, the actual computational complexity of one’s sys-
tem is pot diminished.

The final argument is that complex concepts, like “uancle”, for example, need to be stored directly.
The problem is that there is a kind of ambiguity in concepts like “uncle”, since one can be an
uncle by being either the brother of a  ther or a brother of a father. Since there is no way

determine from a particular assertion of unclehood ese is the case, there is no single
form to reduce this assertion to. Si here is no one would be cor=-"-* *~ ~*---
‘“uncle” as a concept in the system. ould then »ns that particula '
uncles. However, we might also e some 288 jome individuals !
fathers, say, without the explicit a____.ion that the uncles. But then we would have
some uncles represented one way, and others rej er ways, and our representation

wotuld not be canonical.
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since it determines what it said in the language. Thus, the ™™ vocabulary for primitives is
presumably just one such vocabulary that meets these goals. Otlc: vocabularies may be proposed
if they adhere to this (and other) principles.

We will save the evaluation of these principles, and of CD’s adherence to them, for the next sec-
tic where principles of use are discussed. For the time being, we shall look at some more funda-
mental issues,

3.1.1. Cﬂt’q‘lﬁ

T m ~ proble with Conceptual Dependency, as I see it, is that it lacks “higher-level” objects.
Ly chio 1 mnean that, even if the meaning of 2 enmplex notion can be represented in terms of a
simpler ones, the need to have a higher-leve iy perests. However, Conceptual Dependency
does not accommodate this need. Therefore, it is epistem ologically inadequate in this respect.

tm can be illustrated in a numl ays. For example, consider the claim that the
5 the inference problem by allow ‘ences to be organized around conceptual primi-
ey ¢ due to Rieger (1975) it “gpecification inference”, that is, the process of
) wuuucd case slot through a ori elated inference routine. Consider the sentence
ght a cake mix.” As describe 1 1e CD analysis of “buy" is two ATRANS con-
ey -——--—-i0D8 iD 3 “mutual causation” relavivs w one another:
) [=> JOHN
<1> <m=> ATRANS <-0- CAKEMIX <-R-|
I\ =< <1>
i i
e \/ I-> <1>
JOHN <==> ATRANS <-0- MONEY <-R- |
|~-< JOHN
te that in this example, we do not know ¢ s of several of the slots, although we do know
that they are all the same entity. I have ted with the notation <<1>. Among other
things, this entity plays the role of the party wuwu sold John the cake mix.
ble type of inference is the d ‘of the filler of this slot. Rieger's solution to
m, and to the problem of int eral, is to have a collection of different infer-
1es for h recognized type nd for each p1  Live act. For example, this
ference is called specificatior ecause it involves filling an unspecified slot.
nce would be attempted by | ATRANS specification inference routine.
1¢ generally supplies an appr« t. In this case, Rieger's inference routine fills

slot with the representation ¢. o giwvviy osore.

here is that the inference erly be made by an ATRANS inference rou-
} in fact nothing about ¢ ransferring some abstract quality that rightly
might have transferred a someone else, For example, someone handing
nix would also be repres ATRANS with an unspecified donor, yet the
the cake mix came from ory would be inappropriate. Rather, the infer-
ence should be entertained only when ¢t is exchanged for some money. In other words,
what we have bere is not an inference a NS - it is an inference about buying.e
Making an inference about buying is prob!  “*: in a system based on the kind of decomposition

oA [y, 7t s b inference about “prepackaged food buying”, or some such. The fact that we need even more
specific categories only exacerbates the problem.
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wledge is encoded procedurally in the

cannot be said to be representing knowledge, as
tternal to the representation system.

various and arbitrary procedures that are uastry

Problem 2: What May be a Slot In a Frame Is sletely Uneonstrained

fc] information is encoded in his for-
8 allow the user to specify the slots
and, thereby, the routines associated
wledge is the name of the game.

A frame system advocate is likely to respond th:
malism, but in different ways. For example, fr:
associated with each element; this structures the
with it, in an important way. And, after all, stru

roblem with this argument is that there appea
fv frames can support which slots. For
“Name, "Address" and "Age" to be slots in *
imagine slots for “Father” and “Mother” as

o “in principle” answer to the ques-
as noted above, it is customary to
Without stretching credulity, it one

isumably, the criterion that is used

woss o3 S0me intuition that each person bas 2 name, cuw v person has a mother; therefore these

should be slots in the “Person’ frame.

While we're at it, we can add slots for brothers and
sion of the frame language to handle lists of fllers,

well. This may require some exten-
n may have more than one of each.

Let us give frame languages the benefit of the doubt nere, pecause without such an extension they

could not represent these notions at all.

Rut whare does it all end? For example, each pe:
ily conclude, each person has a mother’s
same reasoning used above, we should p
‘s-First-Name” slot. Similarly, we can po
t among ‘‘Computer-Science-Professors).

orite-Movie-Starring-Robert-DeNiro" or *_ _____

-m--g--J We feet like making up at the moment.

rgument is correct, then the “frames supph

There would be no particular set of slots be

uld end up a slot on anything else. Therefo
much touted structuring.

has 3 maiden name; therefore, we
'. Likewise for father's first name.
Aother's-Maiden-Name" slot and a
¢ “Accountant” and “Tax-advisor”
) add “Best-Friend-in-High-School”

__ Did-Delivery” or in fact, any other

' defense of frames is clearly under-
3 particular frame, as virtually any-
uld be no set of slots to provide the

Now there are at least two partial responses to this seemingly unlimited proliferation of frame

slots:

(1) The first counter-argument goes Like this:
from other knowledge (e. g., the fact that
that every person bas a name) and theref
“Father's-First-Name" clearly “belongs” t
the representation of “Person” per se. T!
help keep down the number of seemingly ar

(2) The second argument is that the presence of :

sideration; we don't normally have all these

them.

Both counter-arguments are false, though. (
gested above, concepts like “Address"” seem to
se. Indeed, we could compute a person's addr

e of one’s father can “»

a father who is also . p

juire a slot of its own,

tation of one's fatl

aply eliminate such siots; this will

g other things, an efficiency con-
. Jecause we normally don't need

{ counter-argument. As was
residence, rather th: = Person’ per
g that person's residence, and from
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the "ordinary” predicates that never appear in the i of logical inference themselves. So
“believes’, “’says” aud “loves” join “ali”, “implies”, abu <ad" as those terms recognized are part
of che logic itself.

First of all, this to violate Cognitive Corre: lo evidence suggests that people actually
cogoize things this way - that “tell'" and ' privileged predicates, compared, say, to
“Bnd", “give"”, or "digest"”. Moreover, we e lost a certain intuitive appeal for the
familiar family of logics by allowing in the is. Is it really meaningful to say that we
bha' » logic of desire or a logic of saying? blend right in to our notion of meaning
that we apply to ordinary predicates. That t be said to be building a logic of “believ-
ing" anymore that we are building a logic o 'estaurant or a logic of taking and giving.

In all cases, we are merely describing the siructure o some particular concept. But the distine-
tions of logic bave become irrelevant.

As an example, note how the various “logics' alluded to above cry out to be organized into some
hierarchy. That i, it seems reasonable that, if we are going to have a logic of seeing and one of
bearing, then we should make them both ‘‘subclasses’ of a logic of perception, with rules of inheri-
tance, exception-handling mechanisms, and the like. But this move requires an analysis of these
terms that is ideatical to the semantic analysis normally r¢ d for those predicates that are not
considered to be properly part of a logic at all. That is, w e unmotivated the distinction that
required certain terms to be recognized explicitly as part of the logic, and others to be dealt with
as just ordinary predicates.

Ot course, some of the logics alluded to above are better known and better worked out than oth-

ers. Some seem less silly than the others. However, the motivation for working on one particular

logic as opposed to another appears to be based on philc - —*’cal considerations of what consti-

;8 an important and interesting problem. But this ism _ another ad hoc assumption. What

ix more troubling, though, is the thought about what would bappen if all these logics were

Logicians tend to develop each logic separately: in this way, rules can be developed

ate each logic into the FOPC while still maint. _ ng the formal properties logicians

desirable. But if the operators from all these logics are considered at once, the result

be enormously chaotic. As pointed out by Is and Brachman (1984) and others, the

nice formal properties of the individual logical schemes become problematic as additional
representational power is attempted.

Finally, we should recall that logic it at its best whep is an issue. But it is not clear that
most natural language statements can or should be e ] with respect to truth as a way of
dealing with their meaning. Filimore (1085) suggests ____ _ diflerent sort of semantics is neces-

sary for dealing with many utterances.

3.4. Non-factual Representations

One problem with all the representational ideas 1 ove is that they tend to represent
only factual information. However, according (o | of Cognitive Correspondence, how
one thinks about something ix an important detern 8 representation.

Consider for example the implications of the rece Fillmore (1982), Lako™ =~~~
Coleman and Kay (1981). In particular, their wor semantics and ideals

models is directly relevant to issues in Al represe uvages. The thrust of

that the meaning of words (and, as | will interpre e structure of underly._, . . i

cannot be adequately expressed in simple feature lis

Fillmore and Kay use the classic decomposition of the word “bachelor” as a case in point.
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Bachelor is supposed to mean “male of ma s not yet been married”. (The
long-winded definition is needed to exclude ! lorty year-old divorcees.) How-
ever, this definition is quite unsatisfa y. out, if strictly interpreted, the
definition will include as bachelors the follow___ = __ iduals:

(1) Members of Jong-term homosexual relationships

(2) Men living out of wedlock in stable relationships with women
(3) Tarzan

(4) Pope John Paul Il

Th imnles ~  nstrate that the def b of “bachelor” offered above is problematic. For
ex:__.. . . .obou njormed only by this d jon might try to fix up an eligibie female acquain-
tapce with one of the above. Obviously, this would be flawed behavior.

- to remedy this situation is simply to add further ~~=~ifications in the definition. It is not
that this can or cannot be done in this example. ver, doing so will still leave us with
wing uncomfortable question: If such “‘correct” specifications can be found, why is it so
to state some of them initially, in contrast, say, to those ready-accessible specifications
hke “male’” and ‘‘unmarried’’?

iy offer a different sofution. They propose that, instead of a simple feature list,
[ some words are made with respect to dackground frames. A backgrouad frame
iocial schema. For example, in the case of “bachelor”, the relevant background
called “Traditional-Manhood-Path”. According to this frame, boys reach a cer-
dating, and, if they meet the right girl, get engaged and then married. Another
ame is to go on dating forever. It is against such a background frame that word
stated. For example, “bachelor” could be deflned as that option within
nhood-Path” in which the “dating’* life-segment is never transcended.

“frame” is not troub’csome in this context because it is being used to refer to the

nouon of a large knowledge structure, not the representation language notion of slot-

. Onpe could use a different term, as Lakofl does, without jeopardizing one’s position.

Thus the atgumenu directed at frame languages above have no direct bearing on this particular

idea.)

Lakofl develops a similar idea, which he terms ognitive models (ICMs). The
“Traditional-Manhood-Path” in the previous definiti r a highly idealized reality. This
can help explain the introspection of anr definitiol 1is background frame (or ICM),
being male and unmarried are nece ¢ distin “bachelor” concept from others
within the framework. But we need | ty abou ide Pope John Paul II, etc., from
this definition because no such alternatives are prese__ _ .~ |, ’

As Lakofl (1986) points out, these ideas :  intithet traditional linguistics and philo-
sophy. For AI representation purposes, implic: a good representational system
must reflect such a cogntive structure. A represen i adequate for representing only

factual information is not ap adequate representation.

ther important consideration fo ntati the role of meta ° ' (Lakoff and
Jonnron 1980) and metonymy (L ak ) evel . Lakoff and Johnson give many
instances of linguistic regularities t best )y assuming some sort of meta-
phorical or  \logical structure tha be in a set of items in ope domaind in
terms of a set of items in another. For example, xample of the “‘up is good” con-

ventionalized metaphor. This metapkor is to accOu.- ... — ... Variety of phenomena, including



notion SIINLIAr L0 Lakod ana Joanson s MeLapnors.
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4. KODIAK
KODIAK (Keystone to Overall Design plication of Knowledge) is a
knowledge representation language being Artificial Intellgience Research
Project. KODIAK is an attempt to redr ind to incorporate facilities for
dealing with non-factual representations. nultipicity of concepts required
by any system, but does not abandon th rm that is usually not adhered

to by frame-based systems or semantic networks.

4.1. Basle KODIAK Notlons

4.1.1. Relations

K AK is a relation-based system. The ° ortant element of KODIAK is the named rela-
tion. The idea is that what is usually cal... _ ...t in a frame is really a particular relation. In
KODIAK, this relation, rather than the frame, is the primary object.

KODIAK relations have a fixed number of -~ —ment positions. Moreover, each argument position
of a relation is itsell a full-fiedged object teneral, the meaning of these argument-objects is
derived from the named relation that noia between them. For this reason, we call such
argument-objects acapectuals.

For examole. we might posit a named ~ called Owns. This relation has two aspectuals,

(_ aer and Owned-object. * have pot yet established any meaning for these

the idea is that Owns denotes rept of something being owned by someone, and

the concept of an owner. Own 't denotes the idea of an owned-thing. Note that

te all unique symbols; a reference to the same name elsewhere is a reference to the same
concept,

ict that a particular —=~—=- pelation holds between a particular set of aspectu-

elation called a. Rel ike a are special in that they are knowledge to the
't (that is, the set of ms that uses the representation). Therefore, these
logical relations. (Ot istemological relations are introduced below.) If a

namea reiation 1s a-related to an aspectual, we say that the relation manifests that aspectual.
We diagram the Owns relation and aspectuals it manifests as follows:
Owns

YN\

Owner Owned-object







baving a property seems relatively complete. Hence these kinds of objects are called absolutes.

026 1n sddition to named relations, KODIAK bs ~ "* *  * bsolutes. These correspond to the
objects found in most representational syst ¢, Physical-Object, Person, and
Red are all KODIAK object absolutes. Th IDIAK is to derive the meaning of
object absolutes from that of relations and ¢ th it is not clear this can always be

done. We will discuss the derivation of absol

As in most representation languages CE relations to ope another. In
~ add 2, we can use DOMINATE ts on aspectuals, For example,
to express the fact that the Physles | is always a physical object, we
ca t 2 DOMINATE relatior the absolute Physical-Object.
- TL_. .__ sel ntics of DOMINAT. mewhat depending of the types

of the objects associated by it.

d languages, object absolutes in KODIAK do not have slots. Rather, they may

tous relations. It reasonable to specifly aspectuals for relations without

problem of “slot g tion” described above. Thus, by attaching aspectuals

i and oot to object representations, the problem of unprincipled slot attachment
can be circumvented.

4.1.2. Structured Mapplngs

The DOMINATE relation is one instance of a general class of KODIAK relations called struc-
pings (The term is borrowed from Gentner (1983), who uses structured mappings as a
for analogy). These ar~ where the basic representational power of KODIAK may be
t example, while DOMII [E relates two objects in a class-subclass type relationship,
ired mapping INSTANTIATE relates two objects in an clas>membership type rela-

simplist examples are the representation of instances of object absolutes. For example to
« that fact that some particular individual is a person, we would use the following:

Person

I

Perzonl

Both Person and Personl are KODIAK absolutes.

A more interesting use of INSTA involves ng particular facts. For example,
as shown above, we can represent [ baving * the particular KODIAK relation
Has-Color. Now, to represent the 1acv wnat a parl _:wct bas some particular color, we

would de the following:
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Color-Holderl oloringl

That is, we create a new relation between new aspectuals. These are all unique objects. In most
cases, we would bave additional information to represent. For example, if the pertinent natural
language utterance refers to a red book, then we would add this information by making further
assertions about Color-Holderl and Colorlngl.

However, we do not represent this infor1 ~° by asserting a fact directly about these objects, for
example, by asserting that Colorlngl i color. In KODIAK, aspectuals such as Coloringl
___te intentions. For example, if the lion Has-Colorl is shout Jobn's book, say, then .

Coloringl would deaote the concept "t »r of John's book”. To specify the fact that John's
book is red, we need to introduce 3 new KODIAK relation, called VALUE. VALUE relations
¢ ays hold between an aspectual and & absolute. For example, to assert that Has-Colorl
bolds between something that is a book and some red hue, we would add the following to the
tepresentation shown above:

Has-Colorl

~ ok Red
by 1 / a M
Book1 1
;'\Color-ﬂolderl . Coloringl v
* 1 of this notation is that we car =~~resent the meanings underlying sentences like 'Bill
ow the color of Jobn's book™ b e we have separated the assertion about what the
om the idea of the particular boo ving a particular color. A natural language under-
system could produce the same r_  ientation for “the color of Jobn's book' regardless

17 the pbrase appears in a context in which jts value is also present, or in which its value
is unknown.

th concepts are difficult to represen lrame and semantic network based systems. How-
ever, the representation shown here ag re similar to that used in KL-ONE.
Unlike KL-ONE, however, in KOD . 0o such thing as an individual concept per se.
Rather, the notion of an individual i only with respect to another concept. For exam-
|7 T of the rather gemeral categ 3 mentioned above may be indiv’ ™ s of other
! es. For example, all of the individuals of the concept Category, shc  we
oo __ e such a term in the system setly, it is not unreasonable to posty” ~ ¢« pts

like Good-1dea which may bave *‘generic” concepts, like Canned-beer, among its inaividuas.

The particular properties of some coi . usually leads to typing objects “individual” or
' o-eric,” as in KL-ONE, are here coi be peculiar properties of physical objects rather
than something intrinsically representa ature.
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Consider Hlirst the simple ract oI represenu . FOF CABINPIC, & BGLUIGI IoMpUaRT

processing system that reads the sentence * :pted his party’s nomination" needs
to represent the interpretation of “Jobn Q. ¢ of some person. In o frame-based
system, we might represent this fact by pu ihe “Name" slot of some individual
person frame. However, as suggested above, ._. _ _ ______ _ 'apingless assertion.

In KODIAK, we define a relation that We make this relation mean-
i 1l by relating it to other relations. INATE-hierarchy of relations
beginning with 2 relation calied Conwv: relation will take two aspectu-

als, called Signifier and Signlfant. .uws, vuw sciawwn wevegu=-€6 the most general notion of
using signs to refer to things.

Co1__ntlonally-Refers-to itself DOMINATESs Lingulstically-Refers-to. The aspectuals of
this caneept differ from those of its ancestor only in that Lingulstle-Signlfier is DOMINATEd
by LI ulstic-Expression. That is, we are specializing the notion of referring via signs to that
of referring via languages.

Wa gpecialize this further by introducing the concept ~° Refers-to and a specialization of

..., Person-Name-Refers-to. Parallel with these - 'r specializations along the object
hierarchy, introducing Name (a specialization of Ling ipresslon), and Person-Name (a
sp: “ilization of Name). These notions DOMIN/ corresponding aspectuals of the

“Fescis’ relation hierarchy. This gives us the following initial set of KODIAK assertions:

Conventlonally-Refers-to

Signlfler Signifant

D Lingulstic-Signifier L-Signifant

Name-Refers-to

Name
D o
Name-Signifier amed
R R
Person,Name-Refers-to
Person-Name \
D P¥ P
Person-Name-Signifler Named-Person
Of course, the above diagram is rcomplett {ame itself requires fu  r struc-
ture. For example, we should ! : the cot irst~-Name, Middie-Ne==. aad
Last-Name. These would each vx su o Has-Pa to Person-Name. Ha in

KODIAK is just another named relation. It bears t . Is Part and Whole. Therefore, to
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represent the fact that a first name is part of a name, we would produce the. following KODIAK

assertion:
Has-Part
art
R
M P
Name . First-Name
gﬂholel Putl-—v-4

Of course, other KODIAK assertions would be necessaty to describe other aspect of how names
work, such as the relative name order of the nam~ ~amnnpents. In addition, the names just
d ibed are actually Western names, and othe: pns and intermediate nodes in the
hierarchy would be appropriate for an accurate de We will ignore this level of detail
from now on, but note that it is in fact in the spirit ana capabilities of KODIAK to have such a
detailed network.

Having produced such a structure, we can represent a particular fact about Mr. Smith:

Person-Name-Refers-to
Person-Name \ Person
D 1 D
Person-Name-Signifier Named-Person
R R
P o a P
Person- Nsme-Slsnllﬂcrl \ Named-Personl
v R\
“Jobn Q. Smith" Personl
In this nple, as in all KODIAK ~----#:+ps, the same name always represents the same concept.
« s the symbol Person-Name-F o here refers ictly the same object as it did above.

There are no slot-like entities whose interpretation is convexv-dependent.

Personl is a node designating a p: person. S :nt assertions about this individual
would be made by referring to thi slar object. .uc concept Named-Personl means
something like “‘the person named “Jvuu . Smith".

To represent the fact that ‘‘Jobn Q. )" is cog ymposed of a first, last and middle .
ne, we would have to include particuiar instances w-Part relation. This is Jeft as an

exercise for the reader.

Age

A:  ationed about, a strong moti ~°  “or KOD| be able to represent the semantics

of concepts like “age”. Given the relations :fine an Age concept which is the

difference between the creation of a uning and some viuc: vanc.
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Reference-Tirue biect-Exist
In this representation, Age is represented ce-Result of the Difference between
Creatlon-Time and a reference point. Cr ' further defined, although the represen-
tations of Object-Exlst, etc., are abbreviatea.
Action .
In KODIAK, an Aetlon is just another tyj nt. In particular, it is the class of
such events where the Cause is the Actor nded state. We can thus represent

the general idea of Actlon as follows:

Causal-Event
au

Here we neglect to represent that the concept Will is a kind of Mental-State.

Kl

We also use Causal-Event in our analysis of “kill”". This is represented as a causal whose effect
is someone's death. Death is itself represented as a state change from being alive to being dead.
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IState-changeZ
Vs
Inltlal-state Final-state

Causal-Event
Cause 0
ect
0 Kil-de  vent
Kou-v.ctira
Kuy, PP b
l-cause
I-effect
4.3. Views
Ao important aspect of the theory underlying KODIAK presentation of non-factual infor-
mation. ln particular, we want to be able to talk about one concept in terms of another.
This idea was first suggested as a representational techni (ERLIN (Moore and Newell 1973)
and in KRL (Bobrow and Winograd 1977). KRL does n-* -*~it to a notion of definition, and
treats all perspectives as equally valid. We do not adopt | treme position, but want to allow

the flexibility of viewing a (possibly defined) concept a. __.. othing other than its “ordinary”
interpretation.

For example, it is desirable to te:™™ *° ° person serties, such as weight and color,
that are generally considered to | properti ical objects. In most representa-
tional schemes, to capitalize on xdge ab sbjects, it is necessary to assert
that persons are a kind of physii This is ause such a view of people is at
odds with a normal working distinction between peo 'al objects.

In KODIAK, we resolve this proble roducin; | VIEW, T

concept can be thought of in terms r. In & iew of one ¢

itself a concept . For example, in , We ca Person is

Living-Thing, or some such conce) ditiop, , that it is p

Person 2s 2  ysleal-Object. Mc ye VIE i as a Physical-Object is itself

another concept. Namely, it is thec______ _»dy.

We depict this view graphically as follows:
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032 Views can be used to address some rep blems in which canonical form and
epistemological adequacy appear to be in c lar, consider the representation of the
meaning of sentences involving the words * In Conceptual Dependency, sentences
such as “John sold Mary the book” and 1e book from Jobn™ are represented
identically. The rationale for this is that ame thing. This seems to be truth-

conditionally correct. However, it then be to have separate concepts of buying

and selling, which are useful for many purposes.

We can combine views with some of the rame semantics (Fillmore 1982, Kay
1983, Fillmore and Kay 1983) to solve thi wrticular, we postulate a background
frame calle ‘‘commercial transaction” tha and “selling” refer to. We can then
define buying as being this commercial tra ), but viewed as an action from the
point of view of the fellow with the money an defipe sell as commercial transac-
tion viewed as an action from the point = lellow with the goods. We can the

“viewpoint” via the use the role-play relations. Here is the definition of sell in this analysis:

Actlon o >-Actor

Sell w_{ y /\Rg

Commercial-Transactiot ~==- Merchant

To simplify this example, the details of Commerela ansaction have .not been specified,
although a number of aspectuals occurring within its subcomponeats are shown.

The representation for Buy is defined similarly. Note that, with views, the potential admission of
seen " ‘ly non-canonical entities like “buy” and “sell” is overcome. These both have distinct
representations, although the majority of their representations are identical, as the doctrine of
canonical form suggests they should be.

4.4. KODIAK and Representational Principles

The use of hierarchies plus structure mappings 2 . to maintain the representational
scope of other systems, while at the same time ible for the system to conform to
canonical form. Thus KODIAK analyses are m« way CD analyses are. but do not
have the epistemological inadequacies of CD. Fo an represent such 5
as the difference in understanding between an ¢ jon of a ¢ Dlex a
reference to that concept. Thus, representing th te sentence *“John )
die” as an instance of causal rather than of kil undesstanding of (. ___.____ _t
one level. Adding the fact that this instantiate presest the additional realization
that this was an instance of killing.

The existence of aspectuals and relations means that of being a slot in frame has a clear
(or at least, clearer) interpretation in KODIAK thag | an ordinary frame system. Rather
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than stating that the fller of a slot is somehc ne, in KODIAK we state that a
rather specific and well-defined relation exist bjects. Thus, while NAME of
Person may be undefined in most frame sys! » statement in KODIAK presup-
poses persons, hames, and a naming relation v of the semantics of naming.

In sz KODIAK pays homage to | adepce in a2 number of ways. Views
rele to Gi__ live Correspondence in 1s to differentiate truth-conditionally

equi ot concepts that nevertheless seem to be cognized distinctly. Also, concepts like *‘pro-

perty”, “part” and “actor” are explicit concepts in KODIAK, having as significant a status as

concepts denoting objects or relations per se. As a consequence, facts about aspectuals can be

* by simply referring to the node A=m~ting the aspectual. In a system like first-order logic,

_ stuals exist only as positions in a ation. Thus, statiag a fact about one requires a com-
plicated universal predication. This is vuwu cumbersome and cognitively unappealing.

4.5. KODIAK and Language Knowledge Representation

4.6.1. Views and Language

Views appear to be particularly important in representing knowledge about language. In particu-
lar, they are useful for representing cognitive structures that do not denote facts so much as how
one " 1ks about the world. For example, in our analysis above, we concluded that buying and
selli  re factually equivalent, but differ nevertheless in the interpretation of this factual content
(i. e., that the same commercial transaction may be thought of as two different actions).

Paul Jacobs (1985) points out that many otherwise unstatable linguistic regulatities can be cap-
tured using views. For example, he points out that there are many cases like “‘John took a punch
from Bill” aad “Bill gave John a punch” in which it appears that punching can be viewed as a
transfer, at least for the purposes of linguistic expression. In coatrast, considering these two
expressions as independent idioms would mot capture what would appears to be a substantive
regularity.

Jacobs’ solution is to represent a “‘being acted upon as ifer” view. That is, acting upon an
object can be viewed as trans!  ig the action to that «  t. This could be represented as fol-
lows:
Trangfer
.§§h Transfered
o1
Re at
Acted-Upon-as-Tragsfer ‘§
Happer
|
l’.‘lcn‘
Here Happen-to denotes the notio technically a relation between
an event, and an object that event ed the Patlent above). Since
 Happen-to, a this view during._ ‘ration to
! punching into Fhen knowledge about how to
| be related to Hap les the sctor of the event to

r. This complexity i









This relation is used to show that two descrip
used primarily in situations in which it is not

ined to be the same thing. This is
role-play links to connect to roles.

036 For example, consider the following definition ¢ pele’:
Siblings-Rel hiid-Rel
a a \ \a
Sibliag1 I sibitngs Chlia
)
R /AIU-Slbllannct P el-F.
P o
sibl bPe—S> Chiid1
e ‘?nt/Unele-Rcl e
(Y
Aunt/Uncle \S:oeo Nephew

Unele

Thi- diqgram states that the aspectual Aunt/Unecle

Nlece/ N;phew

ely, either an aunt or an uncle) is

ng of a parent of the Nlece/Nephew aspectuas. suus presumes a parent-child relation-

nd 3 sibling relationship, which are not (further defined above.

The peculiar

bling-Faet and Parent-Rel ¢t and their aspectuals are a technical device needed to
.- --- objects that mean “sibling of Aunt/Uncle” and “parent of Niece/Nephew".

! bly this representation is too abstract —~ separate and more redundant representations for
" auns” 3nd “uncle”, defined in terms of “sister” and “brother" rather than “sibling” may be cog-
pitively more accurate. The same use of equate is required, of course.

4.7.2. GENERIC-INDIVIDUAL

This relation is used to define a concept that acts 7~ -
that are typically true of a concept but oot strictl
that is in 8 GENERIC-INDIVIDUAL relation t
types” can be accommodated in this manmer. G

= 7" of another concept. Properties

nay be asserted about a concept
cept. Information about “proto-
NDIVIDUAL is similar to the

*TYPE fleature of Fahlman's NETL system (Fahlm__ __._,.

4.7.3. Minial / _ ctual Sets

One problem with KODIAK as currently present
what is necessary to do to ° "antiate a concept
fact that Jobhn was killed. Looking at the represe
that a copy of the entire structure constraining !
assert that some particular individual died. This
is all the information that is necessary.

is no obvious way = dete
suppose we want to enco
' propose above, i* —*~“* ~jpear
1 have to be cop! er to
lince specifying the mun-vietim
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Those aspectuals from which the rest of the ncept may be egmputed are call.ed
the minimal aspectual set. This set represe known information about a partic-
ular concept. The minimal aspectual s § include Klll-vietim, but not
Kill-effect, say, since latter is determined by tne rormer.

pgma~tnaly contained in the l set of a concept ever need to be

r e, in the same repr ', the Dler of the Death-event con-

le_, —_. the Death-initial . re not, as they are completely deter-

. he given information.

6. Advantages of the Proposal

Greater Representational Scope

Most of the power of KODIAK comes from the | a relation-based system. KODIAK
is ot unique in this respect; it just tends to pro jects than other systems do. E. g.,
what are ‘“‘slots” in other systems are objects (a KODIAK, as is the fact that some
concept has a “slot”. So not only can we define mplicit in “slot” names, but we can
assert information about the kind of “'slot”, for sther a given concept can manifest
only one such relation, or several, KODIAK at wvide 3 way to express how people
think about certain kinds of concepts, in addition . . sionf of facts.

Unlformity with Canonleal Form

KODIAK is rather uniform, making fewer unmol unnecessary distinctions between
kinds of concepts, levels of representation, etc. Thi ; just in comparison to systems like
CD, but in contrast to more uniform formalisms | ic networks, FRAIL snd KL-ONE.

However, unlike some of these systems, KODIAK masxes an explicit commitment to cognitive
correspondence. ‘

Undefined and Partlally-Defined Concepts

While some concepts do Mave definitions, many a » not. For example, the concept
“Jew" has many things that we know to be true ab is not clear which if any of these
are definitional. One may argue that there is a for m, e. g., 3 Jew is someone whose
mother is a Jew. But this fact is not known to ever 18 8 {unctional use of the concept,
and therefore seems to be beside the point. Fusther ve the classic example « 'utnam,
who claims that ordinary folk bave a functional if the concept “gold”, but must
sppeal to some expert, who really knows what gold 10 determine if some item is truly
gold or not. In addition, it has been claimed that m kind concepts have no definitional
information predicated about them. Instead, they a generally true information.

While KODIAK support concepts with real definitic iits concepts that have nope. For
example, natural kind concepts can be represented b less chjects that have many asser-

tions about their “‘generic-individual.” In this manne ee of definition is allowable.
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perey nat sumpie HOguistic forms (I. e., one' be easily understood) can be easily

represented. For example, to represent the fa ed”, we need only create a new sym-
bol designating the particular event, and a ne nating the person and then grow the
appropriate links. To represent *“John killed | add further links indicating that the
new event is also an Aection, with “John” beit

Now, if we wished to represent "John kil we would Grst have to have
represented the concept Intended-Action ented as a kind of Actlon in
which the Actor Willing something is the hing. Then the representation
of the sentence just entails an additional D( concept. ‘

The advantage here is that we capture the ful of these sentences, but do not require
processing that seems out of line with the ease v iese sentences can be understood.

8. Comments

8.1. KODIAK and KL-ONE

KODIAK is probably most similar to KL-ON some goals are shared by both sys-
tems, e. g., the desire to ovecome epistemolog « Also, both promote a proliferation
af ahjects. The systems have other similariti wting slots as ohjects; the structured

ings of KODIAK are generalized from K n of cables. In addition, while KL-

does not explicitly address all the criter __ Mion suggested here, it is not neces-

sarily ip violation of them either.

migor diferences between KL-ONE and KC 're noted above. For example, objects
ONE are marked as being generic or in¢ while this is a relative distinction in
\K. But probably the most significant diff ‘e the following: As suggested above,

IE is subject to the “belonging fallacy”, ana so 1v aoes not meet the criterion of interpreta~
ouwy. In addition, there is nothing corresponding to views in KL-ONE. Hence, the kinds of
things representeé by them in KODIAK could not be readily represented in KL-ONE.

6.2. Experience with the System

KODIAK implementations have been created and used i a number of tasks. In particular, Peter
Norvig has implemented s version of KODIAK that ©° ~ 'n used extensively in his FAUSTUS
text understanding system, and as the basis for a UC - Consuitant) system. The details of
this implementation, and of its application to UC, appear under separate cover.

6.3. Problems

An outstanding feature of both KODIAK and KL proliferation of concepts. Rather
than a small set of semantic notions from which : . derived, there willend = g
many more concepts in KODIAK than there are w b language. This does nov appear
to be problematic, because, as was argued above, n istic systems seem to end up with

such concepts one way or another. What we bhave _ ___ . uniform means to represent these




* 039

-38-

n« " 18, independent of their particular semantic conteat.

e many details to be worked out in KODIAK. We have not yet determined how best to

formation about aspectuals. For example, we may want to talk about a & relation as

ne-mauny’’, etc., or s being transitive, meaning the concept as another, which truly as the
vus s ydestion.

We are attempting to do without any notion of a variable, and assume that quantification can be
accommodated by assertions about general categories to reflect a commonsense ‘‘scoping” capabil-
ity. For example, phrases such as “most books” and “all books” are represented as KODIAK
concepts which partition the class of books, and which might be predicated upon, rather than by
introducing quaatifiers over expressions. At this stage we do not fully understand all the conse-
quences of this assumptioa.

In gemeral, these iss:ues which appear to be problematic for KODIAK are zlso problematic for all
systems. We are hopeful that the framework established in KODIAK will be able to accommo-
date solutions to these problems without radical changes, although we have not had enmough
experience with the system to support such a claim.
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